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Abstract The Fourier transform of the time trajectories of a parameter such as logarithmic spectruni or cepstrum
is called the modulation spectrum. In this paper we propose new feature for automatic speech recognition based on
the contribution of modulation frequency components. The contribution shows the importance of each modulation
frequency component for speech recognition. In proposed method, the time trajectory of each transformed spectral
component is filtered by a linear-phase FIR filter with modulation-frequency characteristics based on the contribu-
tion as a substitute for RASTA filter. The proposed feature has two important properties: (1) little phase distortion
and (2) effective enhancement of important modulation frequency components. The phase distortion of the RASTA
filter increases a recognition error. The proposed FIR filter emphasizes important modulation frequency components
of speech according to the contribution, while alleviates most modulation frequency components of noise. Testing
proposed feature on IPA98 task (Japanese continuous speech recognition task) in noisy environments (SNR, 10 dB)
gave a relative improvement of 5 % in word accuracy over the MFCC with dynamic feature. The results show
proposed modulation filtering based on the contribution of modulation frequency components is effective.
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: telligibility. Greenberg [6] confirmed the Drullman’s results
1. Introduction sty g [6]

informally. Arai et al. [4], [5] extended Drullman’s research
It is known that a particular part of modulation frequency (2], [3] to the logarithmic domain and applied not only low-

components is important for speech recognition [1]~15], [12]. pass or high-pass filters but also band-pass filters. The re-

Perceptual experiments [2], [3] indicate that some compo-
nents of the modulation spectrum are more important for the
intelligibility of speech than others. Drullman et al.[2],[3]
concluded that low-pass filtering below 16 Hz or high-pass

filtering above 4 Hz does not appreciably reduce speech in-

sults of these experiments suggest that most of the informa-
tion necessary to preserve intelligibility is the range between
1 and 16 Hz.

Kanedera et al. [10]~[12] investigated on the effect of

filtering of the time trajectories of spectral envelopes on



ASR(automatic speech recognition). The results indicate
that most important linguistic information is in modulation
frequency components from the range between 1 and 16 Hz.
especially between 1 and 10 Hz with the dominant compo-
nent at around 4 Hz (the average syllabic rate of speech [1]).

We, therefore, carried out digit speech recognition exper-
iments using Modulation FT (Fourier transform) that rep-
resents important modulation frequency components. Ex-
perimental results on various noise conditions (SNR 10dB)
show an 8% reduction in average error rate by using Mod-
ulation FT as compared to conventional MFCC with delta
features [17]. Furthermore, Momomura et. al. obtained good
results of ASR experiments using Modulation Wavelet that
represents multi-resolutional features in modulation spectral
domain efficiently [19]. Although Modulation FT or Modu-
lation Wavelet is very useful for word recognition, these fea-
tures could not display these capabilities in tri-phone model,
because tri-phone model, which is often used for continuous
speech recognition, can not represent long time period cor-
responding to important low modulation frequency compo-
nents. Modulation FT or Modulation Wavelet would be use-
ful in case using word model or sub-word model for continu-
ous speech recognition. The alternative to emphasize impor-
tant low modulation frequency components is pre-filtering
the important components.

In this paper we propose new feature for continuous speech
recognition based on the contribution which shows the imn-
portance of each modulation frequency component for speech
recognition. The new feature emphasizes important modu-
lation frequency components such as Modulation FT and

Modulation Wavelet.

2. Features for ASR based on the contri-
bution of modulation frequency com-
ponents

2.1 Contribution to recognition performance

The contribution of modulation frequency components
shows the importance of each modulation frequency compo-
nent for speech recognition [12]. By including a modulation
frequency band. the probability of error is multiplied by the
factor of 1/(the corresponding contribution). That is. if the
contribution of a modulation frequency band is greater than
1.0. it represents that the recognition performance of the
system including the band will be improved.

2.2 Contribution for continuous speech

To extract the contribution of modulation frequency com-
ponents for continuous speech. the modulation spectrum at
each frame was extracted by 64-point DFT with the ham-
ming window for 64 frames picked up from the time trajec-

tories of 8&th order PLP (perceptual linear predictive cod-
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Fig. 1 The contribution of modulation frequency components to

recognition performance for continuous speech

ing) [7] and logarithmic power around the frame. As each
compoenent of the modulation spectrumn is corresponding o
output of the modulation band-pass filter, some modula-
tion frequency components combine together to make fea-
ture which contains information of the corresponding range
in modulation frequency domain. We carried out continuous
automatic speech recognition experiments using the features
made from various combinations of modulation frequency
components. In the recognizer, syllable HMMs were used
without a language model to avoid the effect of the lan-
guage model. Each syllable was modeled by 5 states (includ-
ing nonemitting initial and final states). The training data
was 3000 sentences uttered by 10 male and 10 female speak-
ers selected from ATR Japanese database set C {continuous
speech, 6000 sentences uttered by 40 speakers, 150 sentences
for each speaker)[24]. The evaluation data was 3000 sen-
tences uttered by other 10 male and 10 female speakers.

Figure 1 shows the contribution to recognition perfor-
mance derived from these recognition results{16. In Fig.
1, each bar indicates the contribution with 95% confidence
intervals to the overall ASR accuracy by the corresponding
modulation frequency band. The results indicate that most
important linguistic information is in modulation frequency
components from the range between 1 and 16 Hz. especially
between 1 and 10 Hz.

2.3 Lin-Log RASTA

RASTA(RelAtive SpecTrAl processing) [8] improves recog-
nition performance passing the important modulation fre-
quency band. The time trajectory of each transformed spec-
tral component is filtered by RASTA filter with modulation-
frequency characteristics shown in Fig.2. The RASTA filter
passes the modulation frequency components from the range

between 1 and 12 Hz. The range is consistent with important
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Fig. 2 Modulation-frequency characteristics of CMS, Delta, and
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Fig. 3 Modulation-frequency characteristics of Modulation FT.

modulation frequency band shown in Fig.1.
In [9], Hermansky et al. have proposed as a substitute for

the logarithmic transform in RASTA processing the function
y = log(1 + Jx) (1)

where J is a signal-dependent positive constant, and z is a
critical band power spectrum. The amplitude-warping trans-
form (1) is linear-like for J <« 1 and logarithmic-like for
J > 1. This method is robust for both convolutional and
additive noise.

2.4 Modulation FT

RASTA described in Sec.2. 3 extracts important modula-
tion frequency band using a band-pass filter. On the other
hand, Modulation FT[17] extracts several important fre-
quency bands efficiently using multi-resolutional band-pass
filters with modulation-frequency characteristics shown in
Fig. 3. In Fig. 3, the second component of 64-point DFT
and the second and third components of 32-point DF'T were
used.

In digit speech recognition experiments[17] on various
noise conditions (SNR 10dB), approximately 8% improve-
ment in average error rate was obtained by using Modu-
lation FT as compared to conventional MFCC with delta
features [22].

2.5 Features for ASR based on the contribution

of modulation frequency components

We propose new feature for ASR based on the contri-
bution of modulation frequency components. In proposed
method, the amplitude-warping transform shown in Eq.(1)
is employed, and the time trajectory of each transformed
spectral component is filtered by a linear-phase FIR filter
with modulation-frequency characteristics shown in Fig.1 as
a substitute for RASTA filter.

The proposed feature has two important properties: (1)
little phase distortion and (2) effective enhancement of im-
portant modulation frequency components. The phase dis-
tortion of the RASTA filter causes a recognition error [23].
The proposed FIR filter emphasizes important modulation
frequency components of speech according to the contribu-
tion, while alleviates most modulation frequency components

of noise.

3. Word speech recognition using impor-
tant modulation spectrum

3.1 Experimental setup

To evaluate features described in Sec.2. for isolated-word
recognition in noisy environments, ATR Japanese database
set C (216 words, 20 male and 20 female speakers) [24] was
used. The system was trained on clean speech uttered by 15
male and 15 female speakers, while the test data uttered by
other 5 male and 5 female speakers were degraded by addi-
tive background noise with SNR 0 dB. The four sets of these
training and test data were used in Jack-knife method. The
15 kinds of noise was used from NOISEX-92 database [15] as
additive background noise.

3.2 Results using word HMMs

Table 1 shows isolated-word recognition results using word
HMDMs in various noise environments. The HMM Tool kit
(HTK) was used to train a Gaussian mixture HMM. In this
case, each of the 216 words were modeled by 8 states (in-
cluding nonemitting initial and final states), and there were
2 mixtures per states. Covariance matrics for each mixture
were assumed to be diagonal. In Table 1, clean shows word
error rate without noise, and additive noise shows word error
rate for the speech degraded by 15 kinds of noise with SNR
0 dB.

MFCC+A shows 12-th order MFCC with CMS[21] and
their dynamic features A with A of logarithmic power.
PLP+A shows 8-th order PLP [7] with CMS and their dy-
namic features. Modulation FT shows feature described in
Sec.2.4. “Real” shows results using only real part of DFT
with modulation-frequency characteristics shown in Fig. 3.
“Real&Imag.” shows results using both real part and imag-

inary part of the DFT. Modulation FT using only real part



Table 1 Isolated word recognition results using word HMMs
(Word error rate[%])

Table 2 Isolated word recognition results using tri-phone HMMs
(Word error rate[%)])

Feature MFCC PLP PLP-R1 Modulation FT Feature MFCC PLP PLP-RI Modulation FT
+A +A +A+A2 Real Real +A A +A+AZ Real Real
Imag. &Imag.
clean 9.8 8.1 4.4 2.5 1.8 clean 5.6 5.7 3.5 8.5 9.4
additive noise additive noise
babble 42.6 449 41.5 16.8 16.4 babble 54.9 68.7 31.1 48.2 21.0
buccaneerl 31.8 29.7 29.9 18.7 12.6 buccaneerl 13.2 194 6.3 19.9 20.9
buccaneer2 26.2 259 27.3 19.5 14.3 buccaneer2 14.7 23.8 7.4 20.1 221
destroyerengine 43.6 49.8 36.4 25.3 17.8 destroyerengine 14.9 349 8.7 27.0 24.5
destroyerops 34.2 309 36.1 11.0 8.4 destroyerops 37.8 56.8 19.0 21.0 17.1
f16 36.4 30.2 31.3 17.4 12.8 f16 127 21.6 7.4 18.3 20.1
factoryl 33.9 30.8 32.8 16.1 11.3 factoryl 16.4 28.5 8.2 19.1 19.4
factory2 36.5 36.2 28.2 10.8 7.7 factory2 13.0 238 5.4 14.2 16.0
hfchannel 60.1 49.7 26.4 27.3 204 hfchannel 36.3 30.5 7.7 25.5 27.3
leopard 39.8 46.2 42.2 6.6 4.9 leopard 429 486 11.2 16.6 14.2
m1l09 30.3 299 27.2 8.1 6.3 ml109 18.8 38.0 6.5 14.9 14.7
machinegun 54.9 56.7 64.1 32.8 30.1 machinegun 51.8 55.9 60.7 49.3 32.4
pink 26.7 24.5 23.6 15.6 11.4 pink 86 12.5 5.1 16.0 19.2
volvo 242 274 11.2 3.4 2.2 volvo 8.1 8.9 4.0 9.2 10.8
white 34.1 40.0 21.0 26.4 20.0 white 12.2  15.8 6.8 21.4 26.5
all noises (mean) 37.0 36.9 32.0 17.0 13.1 all noises (mean) 23.7 32.5 13.0 22.7 20.4
feature size 25 17 26 27 54 feature size 25 17 26 27 54

gave a relative improvement of 20% in averaged word error
rate over MFCC with dynamic feature in noisy environments.
This result indicates that Modulation FT is effective not only
for English digit recognition but also for Japanese isolated-
word recognition using word HMMs.

PLP-RI shows results using feature described in Sec.2. 5.
Using word HMMs, PLP-RI also gave a relative improvement
of 5% in averaged word error rate over MFCC with dynamic
feature in noisy environments.

3.3 Results using tri-phone HMMs

A tri-phone model needs less training data than word
model, because the unit size of tri-phone model is smaller
than that of word model. Consequently, tri-phone model is
often used for continuous speech recognition. Table 2 shows
isolated-word recognition results using tri-phone HMMs in
various noise environments. Each tri-phone HMM was mod-
eled by 5 states (including nonemitting initial and final
states), and there were 16 mixtures per states. Covariance
matrics for each mixture were assumed to be diagonal.

Results of MFCC, PLP and PLP-RI in Tab. 2 were better
than those in Tab. 1, while Results of Modulation FT in Tab.
2 were worse than those in Tab. 1. Dynamic features used in
MFCC, PLP and PLP-RI emphasize modulation-frequency
components at around 10 Hz as shown in Fig. 2. Modu-
lation FT emphasizes modulation-frequency components at
around 2.5 Hz, 5 Hz and 7.5 Hz as shown in Fig. 3. The
emphasized range of modulation frequency by Modulation

FT is lower than that by dynamic features. Generally, it

needs longer recognition unit to model! the lower range of
modulation frequency. Consequently, results of Modulation
FT using tri-phone model, whose unit size is shorter than
that of word model, got worse. These results suggest that
the capability of Modulation FT would not be displayed us-
ing short recognition unit model such as tri-phone model.
Modulation FT would be useful in case using word model or
sub-word model for continuous speech recognition.

The effect of short recognition unit is small in the case
of dynamic features used in MFCC, PLP and PLP-RI, be-
cause the dynamic features use the higher range of modula-
tion frequency. As the amount of training data per model is
increase using short recognition unit, results of MFCC, PLP

and PLP-RI using tri-phone model would be improved.

4. Continuous speech recognition based
on the contribution of modulation fre-
quency components

4.1 Experimental setup

To evaluate features described in Sec.2., Japanese dicta-
tion toolkit (1998 version)[20] was used. The conditions
for training and evaluation conformed to[20]. The acoustic
model was a tri-phone model with 16 mixture components
per state.

The system was trained on clean speech, while the test
data were degraded by additive background noise. The 15
kinds of noise was used from NOISEX-92 database [15].



Table 4 Recognition results (Word recognition accuracies [%] at SNR 10 dB)

(1) (2) (3) (4) (5) (6) (7 (8)
Feature PLP+A Lin-Log PLP-RlI MFCC MFCC PLP PLP-RI MFCC
RASTA+A +A +A -RI+A +A+A? +A+A? +A4+A?
clean 90.2 85.8 90.3 92.1 91.4 92.6 91.4 92.6
additive noise
babble 75.8 79.0 81.6 81.8 81.3 84.0 86.6 87.3
buccaneerl 77.0 77.4 82.5 80.1 80.9 82.6 85.9 83.8
buccaneer?2 77.6 7.7 85.0 79.1 79.0 82.1 86.6 83.8
destroyerengine 68.7 73.4 75.0 77.9 80.8 77.5 84.4 85.0
destroyerops 79.5 80.6 79.8 84.1 85.9 85.8 87.2 89.2
f16 76.0 78.0 82.6 80.5 80.9 81.9 86.4 85.9
factoryl 77.2 78.3 86.1 80.3 81.3 81.8 87.0 85.3
factory2 82.1 &81.2 86.3 86.4 86.7 88.7 90.4 89.3
hfchannel 66.8 75.9 78.4 69.3 71.2 77.5 85.7 79.6
leopard 76.6 82.2 82.0 84.1 85.1 86.1 87.9 88.7
m109 35.3 82.0 86.3 87.5 88.8 88.6 91.0 88.8
machinegun 47.1 42.3 42.8 56.3 57.0 51.7 44.7 58.1
pink 78.9 78.4 84.0 81.5 81.3 82.4 86.3 85.1
volvo 87.2 85.2 89.0 91.6 88.9 92.8 90.3 90.9
white 71.9 75.5 81.3 73.7 74.9 78.7 86.7 80.7
all noises (mean) 75.2 76.5 80.2 79.6 80.3 81.5 84.5 84.1
feature size 17 17 17 25 25 26 26 38
Table 3 Word recognition accuracies [%] (6) PLP+A+A? .- feature (1), and its AZ.
Feature Feature | ) an SNR (7) PLP-RI+A+A? ... proposed feature (3), and its AZ.
i 20dB 10dB 0dB (8) MFCCLA+A® .- feature (4), and its AZ.
(1) PLP+A 17 1902 855 752 518
(2) Lin-Log RASTA+A | 17 8.8 84.1 76.5 529 In Table 3, clean shows word accuracy without noise, and
(3) PLP-RI+A 17 90.3 879 802 56.0 SNR (20dB, 10dB, 0dB) shows mean of word accuracies for
(4) MFCC+A . 921 883 796 5738 the speech degraded by 15 kinds of noise with corresponding
(5) MFCC-RI+A 25 914 884 803 579
(6) PLP+A+A2 26 92.6 89.8 8L5 580 SNR. Table 4 shows word accuracies for the speech degraded
(7) PLP-RI+A+A2 2% 914 90.1 845 639 by 15 kinds of noise at SNR 10dB.
(8) MFCC+A+A? 38 | 926 90.1 841 63.0 4.3 Discussion

4.2 Results
Table 3 and 4 show recognition results under various noise

conditions for following features with CMS [21].

(1) PLP+A --. 8th-order PLP cepstrum and their dynamic
features As (with A of logarithmic power).

Lin-Log RASTA+A - - . feature described in Sec.2. 3 and
its dynamic feature.

PLP-RI+A ---

quency characteristic shown in Fig.1 for 8th-order PLP

(2

(3) features filtered with modulation fre-
cepstrum, and their dynamic features (proposed feature
based on contribution of modulation frequency compo-
nents described in Sec.2. 5).

MFCC+A .- 12th-order MFCC and their dynamic fea-
tures As (with A of logarithmic power).

MFCC-RI+A .- features filtered with modulation fre-
quency characteristic shown in Fig.1 for 12th-order

MFCC, and their dynamic feature.

Lin-Log RASTA extracts the modulation frequency com-
ponents between 1 and 12 Hz from PLP. Comparing PLP and
Lin-Log RASTA in Table 3, Lin-Log RASTA is better than
PLP in noisy environments below SNR 10 dB, while PLP is
better than Lin-Log RASTA in clean environments. The re-
sults suggest modulation filtering methods such as Lin-Log
RASTA is effective in noisy environments. This is consis-
tent with Arai’s research [4], [5] which suggests that impor-
tant modulation frequency components for speech perception
exist in the range between 1 and 16 Hz, while the modula-
tion frequency components of noise are distributed in broad
range. The modulation filtering methods take advantage in
noisy environments by keeping the important modulation fre-
quency components for speech recognition while alleviating
most of modulation frequency components of noise.

In case feature size is 17, proposed feature (3) obtained
best performance. The results show modulation filtering
based on the contribution of modulation frequency compo-

nents is effective.



Feature (5) filtered with modulation frequency characteris-
tics shown in Fig.1 for MFCC outperforms MFCC(6) in noisy
environments. Proposed feature (7) in noisy environments
(SNR 10 dB) gave a relative improvement of 5 % in word
accuracy over the MFCC(6) with dynamic feature. These
results show the proposed feature based on contribution of
modulation frequency components take advantage for con-

tinuous speech recognition in noisy environments.
5. Conclusions

we proposed new feature for automatic speech recognition
based on the contribution of modulation frequency compo-
nents. The modulation filtering methods take advantage in
noisy environments by keeping the important modulation fre-
quency components for speech recognition while alleviating
most of modulation frequency components of noise. The re-
sults show modulation filtering based on the contribution of
modulation frequency components is effective for continuous

speech recognition.
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