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BOUNDARY MARKING IN HUNGARIAN V(#)V CLUSTERS WITH
SPECIAL REGARD TO THE ROLE
OF IRREGULAR PHONATION

Alexandra Marké
Department of Phonetics, E6tvos Lorand UniversityBudapest
e-mail: marko.alexandra@btk.elte.hu

Abstract

In the present paper, the realization of vowel telissin Hungarian speech is
analyzed. We focus our attention on cases in wiiehrspeaker wishes to highlight,
rather than resolve, a hiatus — by employing irl@gyhonation. Glottalization
occurred the most frequently (31.1%) across wordnbaries; sometimes (with a
frequency below 10%). It also happened morpheneriatly or across compound
boundaries. Glottalized word transitions were malimostly at phrase boundaries
(stress also influenced the occurrence of glot&ibn). Another major motivation
for a glottalized realization of V(#)V clusters was avoid the use of some
phonological/articulatory mechanism (hiatus resotubr deletion). A large amount
of inter-speaker variance was shown by the freguen€ occurrence of
glottalization.

1 Introduction

Hiatus is a heterosyllabic sequence of adjacentelgwvhich is a dispreferred
configuration in many languages (Siptar, 2002: 8pme languages disallow the
occurrence of hiatus altogether; others preventesamstances from arising by
various means but let others surface or resolven tinesome surface-phonological
manner” (Siptar, 2008: 189). The diverse meansvofding hiatus include (1) the
elision of one or the other vowel (elgarna ‘brown’ + it > barnit ‘embrown’, kocsi
‘car’ + on > kocsin‘by car’), (2) glide formation: the change of onethe other
vowel into a glide (e.gkalddoszkép > kalg]doszkép'kaleidoscope’), and (3)
“hiatus resolution”, i.e., the spread of some segaiecontent from one of the
flanking vowel positions into the empty onset posit(e.g.dié > di[j]o ‘walnut’)
(Siptar, 2012).

In present-day Hungarian, regular hiatus resoluiirolves the consonarjt
whose occurrence depends on the quality of the Mowenstituting the cluster.
Hiatus is invariably resolved if one of the two el concerned is [i] or i [i]
(ki[jléltas*a cry’, si[j]et ‘hurry’, nd[j]i ‘woman-adj.”), and it is also often resolved if
one of the vowels i8 [e] (if the é comes firstj-insertion is optionalpd[j]én ‘punch
line’ vs. melléall[msl:e:a:l:] ‘stand by’'— for the exact criteria of this, e.g. Siptar and
Torkenczy, 2000: 283-284). In other cases, hiagsslution by j] is not likely,



although individual speakers’ habits might varyténms of surface realization (e.g.
tea‘tea’: [teo] or[tejo]). When both vowels are low and/or rounded, hiadgslution
does not normally take place (eférao [farao:] ‘pharaoh’,;neon[neon] ‘neon’, miit
[my:uit] ‘highway’). Whether or not the two vowels are sgped by a morpheme
boundary has no bearing on the probability of Hatesolution (Siptar and
Torkenczy, 2000: 283).

In the present paper, we analyze the realizatiomowfel clusters in Hungarian
speech in a perspective that has seldom been dgplithis issue so far. In what
follows, in addition to a general overview of thealizations of VV sequences, we
will focus our attention on cases in which the &eeawishes to highlight, rather
than resolve, a hiatus. We assume that one of #lys vo do this may be to employ
irregular phonation.

Modal voice is defined in the literature as quasiiqdic vibration (e.g. Gaosy,
2004). However, in some cases, voice production mayart from this, and
phonation may become irregular (glottalizationagsevoice).

It is not always easy to tell whether the qualitywoicing is regular or otherwise:
there are no agreed-on threshold values in theditee (e.g. in terms of jitter and/or
shimmer) above which voice production can be saitdd irregular. Furthermore,
irregularity can show up in a number of forms. Kwatance, Batliner et al. (1993)
distinguished six types of irregular phonation \fagealization) in approx. 30
minutes of spontaneous and read speech by foukesmeaDilley et al. (1996)
studied texts read aloud by five speakers in ragios programs with respect to
irregular voice quality occurring in word initiabwels. They defined four types of
realizations.

Glottalization is a multifunctional phenomenon.slome languages, it expresses a
phonological contrast — mostly it distinguishesrpaif sonorants from one another
(for instance, in Mazateco, spoken in Mexico, #tidiguishes vowels, and in some
North-American Indian languages it distinguishesats); less frequently (e.g. in
Hausa) distinguishing obstruents (Gordon and Laypfp2001). In several dialects
of English, glottalization distinguishes allophone§ syllable-final /t/ and /p/
(Pierrehumbert and Talkin, 1992).

Several researchers have investigated the rolelatfaligation in expressing
emotions and/or tried to use it in the automaticogmition of emotions (e.g.
Batliner, et al. 2007; Gobl and Ni Chasaide, 2003)e socio-cultural role of
glottalization has also been demonstrated in aneraxent involving young
American women (Yuasa 2010), and its conversatidaattion has also been
supported for English, where the realization y&fah with modal vs. irregular
phonation is associated with distinct functions thg speaker (and the listener)
(Grivici¢ and Nilep, 2004).

The frequency of occurrence of glottalization isaker dependent to a large
extent;: some speakers produce irregular voicindlyat all, while some produce it
fairly frequently (Henton and Bladon, 1988; Dilleyal., 1996; Redi and Shattuck-
Hufnagel, 2001; Slifka, 2006; for Hungarian: Mark#&)05; Bhm and Ujvary,
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2008). Therefore, voice quality has an eminent mlbuman speaker recognition
(B6hm and Shattuck-Hufnagel, 2007).

The boundary marking role of phrase/utterance figlalttalization has been
confirmed by a number of studies. Henton and Bla@®88) demonstrated its
occurrence in sentence final position in Britishgish RP. In American English,
too, irregular vocal cord vibration is one of theoastic cues indicating end of
sentence (Slifka, 2006). In Swedish read speechgufar phonation occurs at
phrase boundaries (Fant and Kruckenberg, 1989); inl$-innish, Czech, Serbian
and Croation (Lehiste, 1965). Glottalization casoasignal end of turn (Redi and
Shattuck-Hufnagel, 2001). In Hungarian, glottali@atoften occurs sentence finally,
both in read and in spontaneous speeashiiB and Ujvary, 2008; Markd, 2009,
2010, 2011).

In English, glottalization occurs between adjacentvels flanking a word
boundary (Gimson, 1980); and word initially it ofteccurs before an initial vowel
in English (Dilley et al., 1996). Initial vowels iGerman are canonically realized
with a glottal stop (Rodgers, 1999), and Kohler9dPreported a high probability of
glottal onsets for vowel-initial morphemes intert@polymorphemic words as well.
According to Pierrehumbert and Talkin (1992), waoritial glottalization is the
most widespread if the word is itself initial in Bronational phrase.

In an earlier study on sentence-final glottalizatiMarkd, 2011), we have
analyzed occurrences of irregular voicing in otpesitions. We have concluded
that, in Hungarian, word initial vowels do not imdu irregular voicing by
themselves; but in vowel clusters across word batiesd, glottalization often crops
up (although less often than in sentence finaltrgi These results have motivated
the present investigation in which vowel sequencesurring in a variety of
positions (morpheme internally, across a morphementbary, across a compound
boundary, across a word boundary) are studied, spiéitial emphasis on the role of
glottalization in separating adjacent vowels frone @nother.

2 Materials, methods, subjects

Subjects were asked to read 19 sentences aloudentences included a total of
222 words, with 4 to 24 words per sentence. Heezeadiew example€gyszefien
nem értem, rért lenne e idedis ‘I simply can’'t understand why this would be
ideal’. Néha annyira unta a hossg@ utazasokat, hogy elhatarozta, felmond, még h
ezzel ahés| is a tovabbi kaierjét ‘Sometimes he was so bored by the long
journeys that he decided he would quit even if tvauld undermine his future
career’.Innen a k& térre gy 6ra datt se ész oda'You won't make it to Deak
Square from here, not even in an hour’.

The sentences included a total of 97 hiatal vowguences, 5.1 per sentence on
average; their occurrence per sentence varied batdeand 9. The distribution of
vowel clusters by position, as well as a few exasf each type, can be found in
Table 1 below.



Table 1.The vowel clusters under investigation, with exbap

Position Tokens Vowel Examples
clusters
a6, au, e, | fara6 [farao] ‘pharaoh’ kalauz [kalauz] ‘conductor’,
€€, €0, 18, | idedlis [idea:lif] ‘ideal’, teends [teender] ‘thing to do’,
Morpheme i0, 04, ua, . ) : o7 ' A
internally 13 4 neon [neon] .neon , Ifarrlg_r [k_cm’sr] career’,0azis
[oa:zif] ‘oasis’, akwalpolitikai [aktualpolitikd'i] ‘actual
political’, niansznyif nyanspit] ‘slight-acc’
ACroSS ai, ei, ia, | kritikai [kritike'i] ‘critical’, ismereeit [ifmerete'it]
morpheme 13 ifjs_r 'U 0a, ‘knowledge-poss-accUdvatias [udvari'af] ‘polite’,
boundary ol, ue Danié [dani'e:] ‘that of Daniel’, szerkeszinek
[serkesterinek] ‘editor-pl-dat’
aa, aa, aa, | faarccal [faartsal] ‘with poker face’,raadas[ra:ada:]
ae, 4o, @ | ‘encore’,hozAdlasan[hoza:a:l:a;fam] ‘attitude-poss-
au, €a, ea, superessive’haaengedtélhazaenget:e:k] ‘was
ei, ia, ie, , .
i6. 68, 6i, allowed to go homehozadvas[hoza:olvaf] ‘read in
6u, 6,6a, | addition’, palyadrek[pazjae:rnek] ‘lineman-dat’,raunt
Across 64, 6e,6a, | [raunt] ‘got tired with’, beirni [beirni] ‘to write in’,
compound 31 6, ua, Ue, | kiallitast [ki'a:l:i:ta:ft] ‘exhibition-acc’, Griember
boundary e, il [wriember] ‘gentleman’ faliérat [faliowra:t] ‘wall clock-
acc’, adddlendrtdl [ado:elieneirterl] ‘taxman-abl’,
folydirat [fojo:irat] ‘periodical’, I6ugrasban
[lo:ugra:fban] ‘knight’s move-inessive’hajoutrdl
[hajomutrozl] ‘voyage-delative’ féUr [fomur] ‘head
waiter’
a#a, a#e, | oka annak[oka an:ak] ‘reason for that'ha ezzel
a#i, a#u, [ha ez:el] ‘if with this’, annyira unta[an:ira unta] ‘was
gzg’ gzg' so bored’ eble akdnyvbdeb:e a kenvbe] ‘into this
e#u: i#a,' book’, lenre e [len:e ez] ‘would this be’,eszéb &lott
ita, ite, [eseibe otlot:] ‘occurred to him’,mellete U4
i#é, i, [meliet:e yler] ‘sitting next to him’ szemkozt
Across word 20 G#a, 6#a, | apartmanbar{semkesti apartmamban] ‘in the
boundary O#e, O#€, | apartment opposite&ngedlat [engedi a:t] ‘surrenders
6#0,6#0, | it szeptembérldadasor{septemberi elo:ada:fon] ‘at
z##le U, the September performanckgrabh ismereteit

[korab:i ifmeretelit] ‘his previous knowledge-acc’,
oktap dlanddan[oktato: a:l:ando:an] ‘instructor
permanently’ helyreallitb operacié

[hejrea:lizto: operaitsilo:] ‘reconstructive operation’

The sentences were read aloud by university stadantd by adults with a
university degree. The ages of the 10 subjects Wwetween 21 and 51 years (their
mean age was 30 years) and an equal number of andldemale subjects were
involved. Their articulation and hearing were noriamad their voice production did

not show any pathological

traits (according to rtheelf-report and the
experimenter’'s informal observation). Their readipgrformance was recorded
under laboratory conditions. The subjects had anadhdo read the sentences for
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themselves first, and the recording started whew thdicated they were ready for
it. Yet, uncertainties did occur in their productiéancluding uncorrected misreading
and slips of the tongue. Thus, 95 or 96 vowel sece® were correctly read aloud
per subject, and eventually a total of 959 occuesrwere analyzed. The recordings
were labeled with the help of the Praat programsfea 5.1; Boersma and Weenink,
2009). The vowel sequences were analyzed accotliting following criteria:

(1) the position of the cluster: morpheme interaiross morpheme boundary,
across compond boundary, across word boundary;

(2) the phonetic quality of the vowels constitutthg cluster;

(3) the realization of the boundary between the elewplain transition, hiatus
resolution, deletion of one of the vowels, glo#tation, pause, and any combination
thereof (e.g. hiatus resolution + glottalizatioaupe + glottalization).

The analysis of glottalized realizations was penied in accordance with the
methodology of previous studies (e.g. Dilley et 4096; BBhm and Ujvary, 2008),
combining visual and auditive information. In Praste waveform and the
spectrogram were displayed, as were pitch and sitfecurves where necessary
(together with the labels, of course); the soundomdings were continuously
listened to and double checked. Acoustically, aegigpeech sound segment was
taken to be glottalized if

(1) the duration or amplitude of basic periods sndgl changed to a significant
extent (including the occurrence of a glottal stojiey et al., 1996); or if

(2) the fundamental frequency suddenly fell beltwe speaker's normal/usual
pitch range (according to the author’s auditorygement).

Figure 1 shows realizations of the same vowel eftuBbm two male subjects’
production, in which the difference between the atogbiced and the glottalized
transition can be detected.

In addition, as a perceptual criterion, we tooloinbnsideration cases in which
the timbre of the segment was audibly hoarse oakgreWe labeled a segment
‘glottalized’ when its irregularity was both viséin the displays and audible in the
sound recording.

Recall (from the Introduction) that glottalizations a multifunctional
phenomenon. Thus, the fact that a given vowel semuwas realized with irregular
voicing does not necessarily mean that glottatiratiad the function of boundary
marking between the two vowels. In order to avoidimterpretation of the data,
occurrences in which the whole V(#)V sequence Watadized, or in which one of
the vowels and its environment (the preceding/faihy syllable(s)) were realized
with irregular phonation, were not taken into agttoas glottalized — this involved
11.2% of all V(#)V sequences realized in the matefThese realizations were
categorized as plain transition, hiatus resolut&tn,, as appropriate. Note that this
level of occurrence corresponds to the averageuémey of glottalization in any
Hungarian speech sampleétBn and Ujvary, 2008; Marké, 2011) and that such
realizations primarily occurred as the speakersipsier to the ends of sentences.
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Figure 1. Two occurrences of A#E sequenceha ezzel(‘if with this’): modal
voiced (left) and glottalized (right) realizations

In sum, we took the following types of realizatianso account as instances of
glottalization (presumably intended to demarcat&els in hitaus):

—the end of VY (less frequently, the whole of,;Vwas glottalized and )¥had
modal voice;

—V; had modal voice and the beginning of {éss frequently, the whole of,/
was glottalized:;

—the end of Y and the beginning of Mvere both glottalized (including cases
where 4 started with a glottal stop, after a brief pause).

We analyzed the effects of individual pronunciati@bits, too. For the statistical
analyses (correlation analysis), we used versiob d6SPSS.

3 Results

3.1 The position of the vowel sequence and the quglof the vowels involved

As expected, most vowel sequences were realizeld plitin transitions both
morpheme internally and across compound/word baigsldFigure 2). Across
morpheme boundaries, hiatus resolution was the nfiesjuently occurring
realization type, due to the fact that M andi + V sequences are fairly frequent in
this position in everyday Hungarian speech andpraiegly, also in the present
corpus. In Szende (1973)’s data, the most freg(veortd internal) vowel sequences
areia, ai, ia, ie, i0, ei;only the seventh most frequent combination iswitleout an
i: 6a.

Realizations were the most varied across word beximgl since in this position
pauses (and pauses with glottalization) were afsopdion. Glottalization was also
the most frequent in this position; but its occooes were found morpheme
internally and across compound boundaries as well.

Let us turn to a more detailed investigation of Y{#)V sequences occurring at
the various levels, including the quality of thewsds involved and the type of
realization attested.

12



3.1.1 Morpheme internal vowel sequences

Morpheme internally we analyzed a total of 130 vbalesters. Of these, 66.9%
(87 tokens) were realized with a plain transiti@i,5% (28 tokens) with hiatus
resolution withj, and 6.9% (9 tokens) with glottalization. In 4.6%tloé clusters (6

tokens), one of the vowels was deleted.

20%

40%

60% 80%

100%

morpheme boundar

compound boundar

word boundary

plain transition
H glottalization
B pause

[4 glottalization + hiatus resolution

[ hiatus resolution
deletion
@ glottalization + pause

Figure 2.The distribution of realization types in V(#)V smopces of various levels

Obviously, vowel quality unambiguously affected tlecurrence of hiatus
resolution (Figure 3): clusters involvimgvere invariably realized in this manner, as
expected gperadd ‘operation’, karrier ‘career’). In defiance of the phonological
regularity, however, we found hiatus resolution27% ofea sequences, too: 6
speakers pronounced the narbedk in this manner, and 1 speaker (each)
pronounceddedis ‘ideal’ anddcedni ‘ocean-adj.’ with hiatus resolution.

0% 10% 20% 30% 40% 50%

60% 70% 80% 90% 100%

e,

3 T 7]
i

S

T
L
e R e e b R R R R

P
P

T
seddaadaassdiaassdiandanddiaassdiaasdindiaasddaatdiidid

T

plain transition O hiatus resolution M glottalization

deletion

Figure 3.Types of realizations of morpheme-internal vovegjieences
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The sequencesd, au, eo, Uavere invariably realized with plain transitionsgie
farad ‘pharaoh’, kalauz ‘conductor’, nea ‘neon’, niansz ‘nuance’). The fact that
half of the speakers pronounced the wiamhddkrdl ‘of things to do’ with a single
long [e:] was counted as an instance of deletion. (On therdand, cases in which
the speaker demarcated the vowels by modulatinfuttdamental frequency — and
which were therefore perceived as including twadiniis vowels — were counted as
sequences of two vowels even if the waveform orsimectrogram did not exhibit
any change at the critical point). In addition, apeaker realizedcedni ‘ocean-
adj.” as prtsani], without [¢].

We found glottalization in four types of clusteest, ee, oa, ualwo speakers (a
different two in each case) used irregular phomatm demarcate the vowels in
idedis ‘ideal’, oboéds ‘oboist’, and aktuélpolitikai ‘actual political’. We found a
single glottalized realization fabceani ‘ocean-adj.’,De& (name) andeendskrdl
‘of things to do’ (again with different speakersdach case). On the basis of these
data (there being too few), we do not see any tanyden which pairs of vowel
qualities are (more) characterized by glottalizeghgitions; these data may well
reflect individual pronunciation habits.

3.1.2 Vowel clusters across morpheme boundaries

In this position, again, all 130 vowel sequencesewealized. Due to the large
number ofi-clusters, the proportion of hiatus resolution weaseedingly high:
82.3% (107 tokens). Another 15.4% of the sequef@@sokens) were realized with
plain transitions, and one of the vowels was ddl@ie2.3% of the cases (3 tokens).
In this category, glottalization did not occur At a

The sequences, ei, ia,di were broken up byin all cases (e.dritikai ‘critical’,
néugyei ‘his affairs with women’udvatias ‘polite’, szerkeszinek'his editors-dat’).

In the cases d& andiu, we also found deletions (Figure #iért [me:rt] ‘why’ and
miutan[muta:n] ‘since’.

| | | |
ié NN
B
B ]

Tl
T ST ST T
[oidsaaaaaasaaaaattaiaaiadddddiin ittt ittt
B B A B Y

& plain transitiol O hiatus resolutio M glottalizatior ™ deletior

Figure 4.Types of realizations of vowel sequences acrogpineme boundaries
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Clusters not involving an (dllanddan ‘permanently’,egyszefen ‘simply’) were
produced with plain transitions in all speakergiguctions (despite the fact that, in
spontaneous everyday speech, realizations of $ewis iwith hiatus resolution can
be observed with increasing frequency).

3.1.3 Vowel clusters across compound boundaries

We analyzed 304 VV sequences across compound boesd&7.3% (235
tokens) of which involved plain transitions and 2E8. (40 tokens) involved hiatus
resolution. The remaining nearly 10% were dividedween deletion (7.9%, 24
tokens) and glottalization (4.6%, 14 tokens).

Plain transitions occurred in all vowel sequencas dne (Figure 5) and were
exclusively contained withime, 40, @, au, da, du, du, ua, Ue(e.g. hamengedték
‘they let him go home’hoz&Advas ‘read in addition’,palyadgrnek ‘lineman-dat’,
raunt ‘got tired of it', elgad(ni/ason)‘to perform/at a performancefglr ‘head
waiter’, ngugyeit ‘his affairs-acc with women’kapualjpan ‘in the gateway’,
bacglestre ‘to a farewell party’).

0% 20% 40% 60% 80% 100%

Y

plain transitiol O hiatus resolutic M glottalizatior & deletior

Figure 5.Types of realizations of vowel sequences acrosgpoond boundaries

Unlike in the former cases involving clusters camtey i/i, it was onlyia (as in
kidllitason ‘at an exhibition’) that was realized with hiattesolution in all subjects’
speech. In the clustees, ie, i0, 6ithe occurrence gfwas variable. The wordeirni
‘to write in’ was pronounced with hiatus resolutitny 8 speakers. The words
ariember‘gentleman’ andkiegésziti'complements it’ were pronounced with by 9
and 7 speakers, respectively, hence the clistgiso exhibited hiatus resolution in

15



80% of all cases. Clusters in whichwas accompanied b§ were realized with
hiatus resolution rather less frequenfiglibrat ‘wall clock-acc’ in 4, andolydirat
‘journal’ in 2 speakers’ performance). These fimgdirsuggest that the phenomenon
of hiatus resolution — as opposed to what the gémdronological rule claims — is
not totally independent of the quality of the othiewel of the cluster or of the type
(or lack) of morpheme boundary occurring betweentito vowels.

In this group, deletion was the most frequentlestd for the clusteia (50%),
but with a significant difference between the twords concerned. The word
hoz&Adlasan ‘on his attitude’ was pronounced with a singld [ay 8 speakers,
whereasladassa‘he undermines it’ by only 2 speakers.

The u of the VV cluster ofldugrasban‘in a knight's move’ was deleted in the
pronunciation of 2 speakers, while it was reduaedh tglide by several subjects.
Since such diphthongization was only observabléig one word, we did not open
a separate category for it — we counted thesericetaamong cases of plain
transition.

In the cases ofa anded, we can take the deletion efto be individual speech
habits as these were observable with the same epaakthe worddelead(ta/ott)
‘he put (it) in’ andhelyredlit6é ‘reconstructive’.

Glottalization was found in 20% of the occurrenoég clusters de, 4, de, ii€)
and in 10% of those of 5 otheraa( aa, aa, ouyit). Of the latter cases, four
occurred in the production of the same speaker. félewing words exhibited
glottalization in two speakers’ rendering eadchlidadssa ‘he undermines it
adodlendrtdl ‘from the tax inspector'elgdlit ‘presented itself’ esfemberre‘to the
rain man’,betigjtés ‘spelling pronunciation’.

3.1.4 Vowel clusters across word boundaries

In this position, 395 V#V clusters were analyzedjaf, the most frequent
solution was plain transition, but far less fredliethan in the case of morpheme
internal clusters or those across a compound boyn#a compared to the 37.5%
(148 tokens) share of plain transitions, glottalizealizations were also frequent,
31.1% (123 tokens) taken together. Within that @etage, VV clusters involving
glottalization alone represented 21.3% (84 tokeglsjtalization was combined with
a pause in 8.9% of the cases (35 tokens), aneit egcurred with hiatus resolution,
in 1.0% (4 tokens). Deletion was documented in #baf the cases (62 tokens),
hiatus resolution in 13.7% (54 tokens), and pabgetgelf) in 2.0% (8 tokens).

It was only in the case daé#u (mellete Uo ‘sitting next to him’) that plain
transition occurred in all speakers’ productiong(ffe 6), though 90% frequency
was found fore#é(se &sz‘nor do you arrive’). Apart from a few items inwvarg i,
it was only in the case df#a (oktat dlanddan‘instructor permanently’) that plain
transition did not occur at all.
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B pause [ glottalization + pause
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Figure 6.Types of realizations of vowel sequences across Wwoundaries

Hiatus resolution by occurred in this position far less frequently tiathe word
internal positions, even in cases where one ofvtiweels wasi. We did not find
100% hiatus resolution in any of the cluster tygdthough almost all instances of
the clusteri#a were pronounced with hiatus resolution by almdissubjects (i az
‘what is it' 9, aki a ‘who the’ 8,inté4 a ‘organizes the’ 8kiegészita ‘complements
the’ 10), there was an instance of this clustet ttrever contained a transitional
(szemkdztapartmanban‘in the apartment across the corridor’). The selceowel
in sequences often pronounced with hiatus resolwtias the definite article in most
cases; it can be assumed that this is a motivédictgr for hiatus resolution across a
word boundary. The same strategy was followed i#o 8 the instances afe
(szeptembeérelgadason‘at a September performance’), whereas only 4 kagea
pronounced#a (enged &t ‘allows him to go through’) with & The sequenca#i/i
was performed with hiatus resolution in just oneamagle out of three, in a few
speakers’ pronunciatioral@ass is ‘undermines, too’ 4, butaza idében ‘home in
time’ andbelga ir6 ‘Belgian writer’ both 0). A single speaker (eaghdnounced in
mivészdtés ‘artistic and’,kordbhi ismereteithis earlier knowledge’; no one did so
in cimé irodalmi ‘literary (journal) entitled’. Of all clusters imling €, only se &sz

! The numbers refer to how many subjects produceditren realization.
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‘nor do you arrive’ was realized with hiatus redimo, and only in one case. Hiatus
resolution was combined with glottalization i/ sequences.

It was in this position that deletion occurred thest often, probably due to the
facts that this strategy is typical with respectligsters of identical vowels and that
the appropriate input configuration occurs mosttyoas word boundaries. The
sequencea was coalesced at least once in each exampletatalaof 54.6% of all
tokens (in6ra datt ‘in an hour’ by 8 speakers, imta a ‘was bored by the’ by 6,
lista a‘list the’ by 6,arra az ‘to it the’ by 6,beleada az ‘put in the’ by 5,0ka annak
‘reason for that’ by 4, andéla annyira ‘sometimes so much’ by 1 speaker). The
sequencal#u (hoss# utazasokatlong journeys-acc’) was realized with a single
vowel in 50% of the case#fi (korabli ismereteit ‘his earlier knowledge-acc’ in
40%, e#e (lenre e ‘would this be’ with5 speakerstérre egy ‘to the square in a’
with 1 speaker) in 30%, andi#o (helyreallit® ogperacié ‘reconstructive operation’
with 2 speakerg0 oktatd ‘good instructor’ with 1 speaker) in 15% of thesea. In
clusters of dissimilar vowels, the first vowel waaleted in 15% ire#a(in eble a
‘into this’ 5 times, inrendedje a ‘its director the’ once, iRsfjembere a‘rain man
the’ and inbe a’into the’ not at all); and in 10% a#é (mivészadtés ‘artistic and’
with a single speaker).

Pauses occurred by themselves in 2.0% of the ¢8ge&ens), and accompanied
by glottalization in 8.9% (35 tokens), so that, @droundaries involving pauses
amounted to over 10% of all vowel clusters flankinggord boundary. The duration
values of the two types of pauses were also gistmilar. The average duration of
plain pauses (those not involving glottalizatiordsm18 ms (SD 79 ms); that of
pauses with glottalization was 68 ms (SD 52 ms)usJlpause duration and the
function of irregular phonation appear to be irdkated, in that the latter reinforces
the demarcation effect of short pauses. It follahet glottalized V#V sequences
where an extremely long pause occurred betweetwbesowels are to be treated
separately in further analysis as in these casesfuhction of glottalization is
different from the demarcating and disambiguatimgction that we can assume for
the other instances.

Among word combinations separated exclusively Ipaase g¢ktat | alandoéan
‘instructor permanently’ andérre | egy ‘to the square in a occurred with two
speakers); and each of the following was pronounpetthat manner by a single
speakerunta | a ‘was bored by the’genged | at ‘allows to pass’;s@, | ami ‘word
that’; hossa | éménybeszamoldtengthy account-accThere seems to be no clear
tendency in terms of vowel quality, and althougé tharking of phrase boundaries
may influence the occurrence of pauses somewhat,ithnot an unambiguous
motivational factor, either.

Glottalization occurred with very high frequency vowel clusters spanning a
word boundary. This occurred in nearly one thirdtleé relevant data where we
tested it either alone or combined with a pausevith a transitionalj. Phrase
boundaries were positions in which glottalized wdwelundaries occurred in the
largest proportion, with 8 speakers in each offtilewing examplesa j6 oktat

18



allanddéan hozzéolvasa good instructor permanently reads in additiod;
helyreallito opera@d ételmetlen lesz‘the reconstructive operation will be
pointless’;a Miiut cimi irodalmi, mivészetiés kritikai folyoirat‘the literary, artistic
and critical journal entitled Highway'. The follomg items, likewise including a
phrase boundary, were realized with irregular ptionan 70% of the casea:belga
ir6 ebbe a konyvbéhe Belgian writer into this book’; 66.7%z utcan |é#, oazist
abrazol6 neonokthe neon signs in this street, depicting an 0a€i6%: a Deak
térre egy Ora alatt'to Deak Square, within an houmpivészetés kritikai ‘artistic
and critical’. In the cases oféha annyira ‘sometimes so much’ anahnyira unta
‘was so bored’, glottalized implementations (thetoaoccurred 60% of the time)
may be due to stress (see below). Among the cased here, instances in which
glottalization was combined with a pause were &lsod in a varying degree (1to 5
speakers).

In this position, there were only two word combioas that none of the subjects
realized with glottalizationse &sz ‘nor do you arrive’ ananellete ¢ ‘sitting next
to her’. In these cases, the reason why boundarkingawas not necessary may
have been the clitic-like relationship betweenwioeds.

On the basis of the foregoing results, it appeaas the grammatical (and hence
the prosodic) structure of the construction musehafluenced the implementation
of the vowel sequences spanning a word boundamrefdre, we went back to the
other cases and looked at them again in lightisffdctor. Phrase boundaries led to
irregular phonation in quite a few cases: at |lbatft of the speakers glottalized V#V
clusters within which they detected an intonatioplatase boundary. Note that it
was not the case that all speakers rendered thenses with the same intonational
structure. For instance, the sentedcdelga ir6 ebbe a kdnyvbe beleadott apait-
anyait ‘The Belgian writer wrote this book with might anwhin’ was pronounced as
two intonational phrases by some subjects andras thy others. Due to its strong
emotional accents, the claubk®ha annyira unta a hosszu utazasokdHe was
sometimes so bored by his long journeys...” was brake into as many as three or
four intonational phrases. On the other hand, seiaeses failed to form an
independent intonational phrase of their own. Fwstance, speakers (with one
exception) did not stop when seeing the first conmmAz elg sz6, ami Kadarrol
eszébe 6tlott, a ,béejtés” volt ‘The first word that came to his mind concerning
Kadar was “spelling pronunciation™, and only threpeakers marked the clause
boundary by glottalization.

In some cases, glottalization was noted even inglitie groups, despite their
prosodic unity. Inenged at ‘lets him pass’ andbelga ir6 ‘Belgian writer’, 5 and 4
speakers, respectively, changed their voice qualitg inszemkdztapartmanban
‘in the apartment across the corridor’ dmaia idében ‘home in time’, 3 speakers
did so. This was probably in order to avoid redias involving hiatus resolution
(that overwhelmingly characterized the rest of¢hesters involving, even across a
word boundary, see above). In other cases, thekspearobably wanted to avoid
vowel deletion. This is the most likely explanatifmm clusters of identical vowels
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(and of vowels merely differing in length)d oktat6 ‘good instructor’,helyreallitd
operacio ‘reconstructive operation’oka annak ‘reason for that’ (4 glottalized
realizations in each item). We saw examples oftaelaén e#aclusters, too, so the
irregular phonation occurring at the boundary betwéese two low vowels may
also be a deletion-avoiding strategy, adanezzel‘if with this’ (4 speakers). These
cases suggest an attempt at careful pronunciatidheospeakers’ part.

3.2 Forms of glottalization

We found a total of 150 glottalized V(#)V sequendesthose combined with a
pause 200 ms or longer, the long pause was inf itsglable of fulfilling a
demarcation function; hence, these tokens wereud®d| from further analysis. In
all four cases of this type, the vowel started wittottal stop after the pause.

Of the 146 remaining vowel sequences, 9 were e@lmorpheme internally, 15
at a compound boundary, and 122 on both sides efoml boundary. The
distribution of these items across realization $yjge shown by Figure 7, where
implementations involving a brief pause are alstuded.

0% 20% 40% 60% 80% 100%

| | | |
morpheme internal Nﬁ:.'Z:.'Z:::i:i:i:i:i:i:.f:::::i:i
compound boundary N\\\\\\\\\\\\\\“ﬁﬁﬁﬁ&&ﬁﬁi

word boundary

Ovi Bvi| Bviv2 @V |V2 BV2 B V2 B

Figure 7.Types of realizations of glottalization at theigas levels (V1 = only the
end of V1 glottalized; V1| = only the end of V1 tgjidized, followed by pause;
V1V2 = the vowel transition glottalized; V1|V2 =etltransition glottalized, with an
intervening pause; V2 = only the beginning of Vatgllized; |[V2 = only the
beginning of V2 glottalized, preceded by pauses[ihe hiatus filler glottalized)

In the case of VV clusters realized with irregytlionation morpheme internally,
usually only one of the vowels was (wholly or palfyi) glottalized (in 4 cases each,
amounting to 44.4% of the whole), and only one ¢a4e1%) was found where it
was the transition between the two vowels that kgatized with irregular voicing.
Across compound boundaries, a glottalized tramsivas the more typical solution
(53.3%), followed by cases in which the beginnitesg often, the whole) of the
second vowel was irregular (33.3%). Cases whenrg thd end of the first vowel
was glottalized amounted to 13.3%.

Glottalization combined with a pause only occureedoss word boundaries, of
course. Also, we found a single realization in tpasition (0.8%) in which the
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transitionalj itself was glottalizedgngedjj] at ‘allows to pass’). In roughly half of
the cases, irregular phonation occurred at the dmmynbetween the two vowels
again (50.8%). If we add occurrences in which theels were separated by a pause
(while the end of Y and the beginning of Mvere both glottalized), this percentage
rises to 64.8%. Only the first vowel was glottatizgartially, less often wholly) in
19.7% of the cases. Within this group, there wepgaknumbers of cases in which
V; was or was not followed by a pause. In 14.8% efdhses, only the beginning of
V, (or, less often, the whole of it) was glottalizediere 9.0% were realized without
a pause, and 5.7% with a pause before the secavel.vo

We have also examined in what parameters irregulafi phonation revealed
itself. In Figure 8 we show a few concrete realas. In parta) of the figure, we
see periods of variable amplitude following one thap unsystematically at the
boundary of the two identical vowels. In pbjf the periods at the end of Yyecome
few and far between, then voicing ceases whilectidiguration of the vocal tract
remains stable for a while; then, following a pautte speaker articulates the
second vowel. Pad) of the figure shows diplophony.

L ] LR )
..l.,zu.,.,z ,

RO | ]
L - ¥ L
térre egy néha annyira szeptemberi eléaddson

EFE ARA =E

Figure 8. Examples of irregular phonation

3.3 Variability across speakers

As we have seen, in 11.2% of V(#)V clusters irragubhonation occurred
without any intention to demarcate vowels from car@other but presumably
motivated by some other communicative intention jost some individual
pronunciation habit of the speaker. This claim barbased on the fact that, in such
cases, either the whole vowel sequence was glmthlhroughout (hence irregular
phonation could not have a separating functiom@sé cases) or irregular phonation
was spread out to adjacent speech sounds or egeerses of several syllables.
The latter cases mainly occurred at the ends désees or phrases.

Frequency of glottalization as characteristic af thdividual speakers has been
studied by looking at such V(#)V sequences angthportions of occurrence of the
two functions of irregular phonation speaker by ai@e. The frequency of
occurrence of irregular phonation in a demarcatifumction (labeled as
‘glottalization’ in Figure 9) and in some othereadl'not analyzable’ in the figure)
differed significantly across speakers. Half of gubjects (M2, M5, F1, F2, F3)
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used glottalization for demarcative purposes mudrenoften (at least twice as
frequently) than for some other reason. An extrarakie was exhibited in this
respect by F2 who used irregular voicing 30 time®tien for separating adjacent
vowels than for any other purpose.

O alottalizatior not analyzabl
35
30 ]
25
20 1

Frequency (%)

Wl Ly

M1 M2 M3 M4 M5 F1 F2 F3 F4 F5

Figure 9. The frequency of glottalization with individual egkers (M = male, F =
female)

Four speakers (M3, M4, F4, F5) used glottalizatiora similar extent in both
functions. Although the voice production of M1 wasaracterized by irregularity to
a large extent, he only separated vowels by thistegty in one fourth of his
glottalized V(#)V sequences; in his case, irregwaice production was rather a
kind of individual speech habit.

We also compared the distribution of the realizatiof V(#)V sequences across
speakers (Figure 10). Of course, all speakers’ ymtiohs were dominated by plain
transitions, in 34.4 to 54.2%. Hiatus resolutios,expected, was present in nearly
identical proportions, givethe fact that it is regulated by a phonologicakruh
addition, it was also determined to some exteninbyidual speech habits (20.8—
28.1%). Inter-speaker variance was observableddaigest extent with respect to
glottalization, occurring in 7.3-31.3% of the cas&nilarly large differences were
found in the frequency of deletion: 3.1-19.8%. leauwere relatively rare in all
speakers’ productions (0.0-9.4%), partly due toféioe that most VV clusters were
word internal in our corpus.

We saw that glottalization worked as a strategyafasiding hiatus resolution or
deletion in some cases; therefore, we tried to éodif there was any correlation
between this phenomenon and other types of realizat their frequency across
speakers. A Pearson’s correlation yielded a sicanifi, strong, negative correlation
(r = -0.708, p = 0.022) between glottalization and deletion, suppg this
hypothesis. In the case of hiatus resolution, we ot find any correlation
(restricting our data set to clusters involvihg
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Figure 10.Occurrence of types of V(#)V sequences acrosskepeéM = male, F =
female)

4 Conclusions

In this paper, we studied the realization of vogsduences in Hungarian speech,
with special regard to the role of glottalizationdeparating adjacent vowels from
one another. In such cases, hiatus was not resdiyethe speaker but rather
enhanced for some reason (like indicating a phvasedary).

We studied the interdependence of the type ofzat#in and the position of the
VV cluster, as well as that between the former #mel quality of the vowels
involved. We analyzed the forms of glottalizationdathe effect of individual
pronunciation habits.

Glottalization occurred the most frequently acressd boundaries; sometimes
(with a frequency below 10%). It also happened rempe internally or across
compound boundaries. Glottalized word transitiomsemealized mostly at phrase
boundaries (stress also influenced the occurrehggotalization). Another major
motivation for a glottalized realization of V(#)Musters was to avoid the use of
some phonological/articulatory mechanism (hiatusolgion or deletion). In the
case of deletion, this was also statistically aonéid.

In a significant majority of cases, glottalizatioocurred in the transitional region
between two vowels and was mainly implemented agpdeal variability in the
periods of vocal cord vibration.

A large amount of inter-speaker variability was whoin the frequency of
occurrence of glottalization in its diverse funaso The question arises whether
speakers employ this type of boundary marking tndeally. In view of the results,
we can assume some kind of intentionality with eespo demarcation (i.e., where
exactly the speaker wishes to insert some kindoointdary marking), but for the
choice of the manner of boundary marking (whethiee tpeaker opts for
glottalization or some other strategy at any giveoment), it would be hard to
assume any kind of intentionality. The occurrencglattalization in these positions
is probably due to the fact that the speaker wishesispend voice production at the
given point in order to properly separate adjacsggiments from one another — but
this would take up too much time and energy. Sontbeement of the vocal cords
does not exactly reach the configuration of a glattop, it only comes close to that
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state. This explanation is supported by Peter laagaf's theory that phonation
types can be ordered along a continuum withoutrelisccut-off points (Ladefoged
1971). The two extreme ends of that continuum wdaddfully open glottis’ and
‘fully closed glottis’. The former yields voicelessnsonants, and as the vocal cords
come increasingly closer to one another, we geia-breathy, modal, and creaky
voice — to the other end: glottal closure (Figuté 1

Our results show that glottalization occurs rekfivfrequently in Hungarian
speech, and therefore it influences the data/sesoft both segmental and
suprasegmental phonetic analyses. It has a poskbiarcating function in the case
of V#V clusters just as much as in indicating seatdutterance ends.

Most open < » Most closed
Voiceless Breathy Modal Creaky Glottal closure

Figure 11.A continuum of phonation types (Gordon and Ladetbg001: 384)

In this paper, we analyzed vowel sequences realizetbad sentences. The
ultimate aim of carrying on with our studies ofsthphenomenon in Hungarian
speech is to extend our knowledge of the commuridtinctions of voice quality
in general.
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Abstract

In speech and voice production, the larynx is &cally important organ. The
larynx houses the vocal folds which vibrate to @ the voice source, and it also
acts as a coupler between the acoustically res@yateéms of the subglottal airways
and the vocal tract. In this paper, one particakpect of the larynx is investigated:
the geometry and acoustic effects of the subgloftie subglottis, defined as the
portion of the airway between the roughly cylindtidrachea and the vibrating
portion of the vocal folds, is found to have anaafenction which roughly follows
that of the M5 model with a 40° divergence anglnf-this result, which is based
on the morphological study by Sidlof et al (2008)model of the subglottis +
subglottal airways acoustic input impedance is e, and it is by found that the
subglottis essentially acts as an acoustic maesftbcts of which are to lower the
subglottal resonance frequencies a small amountle whe non-circular cross-
section serves to increase the first resonancedrery as well as the compliance of
the subglottal input impedance up to approximabély Hz.

1 Introduction

The geometry as well as the aerodynamic and acoeffgcts of the laryngeal
subglottis during phonation are poorly understo®d. one hand, it is generally
ignored in models of subglottal acoustics (cf. Berd and Hoenig, 1978; Habib et
al., 1994 and Hudde and Slatky, 1989; Harper €2@0]; Lulich, 2006, and Ho et
al, 2011, all of which define subglottal input inga@ce from the top of a cylindrical
trachea), and on the other hand, its geometnbigrarily simplified in many models
of vocal fold vibration and voice production (ctHgrer et al., 2001; ZafAartu et al.,
2007; Berry et al.,, 1994; Zhang et al., 2006). BHuthor is not aware of any
previous discussion of the acoustic effects ofptexise subglottis geometry, except
for the final paragraph of Titze (2008): “Perhape subglottal entry configuration
can also be changed [to facilitate vocal fold Milara by increasing the acoustic]
compliance.” On the other hand, if the subglotas be approximated as a horn of
circular cross-section, previous work has showi ¢hah a horn can be modeled as
a uniform tube with additional inertive shunt impedes at both ends (Fant, 1960;
Benade, 1988), which might be expected to raisedbenant frequencies slightly
when compared with a cylindrical tube of identieadgth.
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Sidlof et al (2008) published results of a studywhich they obtained three
dimensional casts and images of the subglottisrefpponatory excised larynges.
One particular larynx (larynx No. 8), with a pregplatory geometry corresponding
to a fundamental frequency of 304 Hz, was chosemfwre detailed study, and the
results were given in numerical tables, which fdhma basis of the present study.
Sidlof et al (2008) developed a non-destructiveticgstechnique for determining
the three dimensional geometry of excised humayndgs. After the casts were
digitized by a three dimensional scanner, coroaatiens were extracted from two
larynges, and a set of cubic polynomials was usatharacterize each section. The
information necessary to reproduce these cubimegplifor larynx No. 8 was
presented in tables for eight sections separatestdps of 1 mm. The goals of the
present study are to derive an area function ofsttgglottis on the basis of the
spline data presented by Sidlof et al (2008), andetermine the acoustic effects of
such an area function on the subglottal input iraped.

In Section 2 of this paper, the methods employedetive the area function for
the subglottis are presented in detail. In Sec®rthe acoustic effects of the
subglottis are investigated. Section 4 presentsrar&ry and conclusion.

2 Derivation of the subglottis area function

The goal of this section is to map three-dimendiomaasurements of the
subglottis of an excised larynx to a simple areacfion for the same subglottis.
Sidlof et al (2008) published tables of spline fic&nts for the two vocal folds of
larynx No. 8 at each of eight equally-spaced lacetialong the anterior-posterior
axis. This section presents the methods employatktive an area function from
these published spline data. Although the morpholstudy of Sidlof et al (2008)
presents the most complete set of three-dimensiatal on the subglottis geometry
that the author is aware of, the derivation of smadunction from these data is still
subject to numerous sources of error, which wilbdiszussed below. It is important
to note, therefore, that the proposed area funégiam estimate only.

A coordinate system was first established withiriclwhthe analysis of the spline
data was performed. According to this coordinatstesy, the superior-inferior
direction defined the x-axis, the medial-laterakdiion defined the y-axis, and the
anterior-posterior direction defined the z-axisjllastrated in Figure 1. Because the
spline coefficients published by Sidlof et al (2P08ere given with a spatial
resolution of 16 mm, the same resolution was used here. This ehghes the
junctions between different spline sections had ghme spatial resolution as the
points within the individual splines. Since thisppa is concerned only with the
subglottis, only the correspondiingf, andy spline sections published by Sidlof et
al (2008) were used.

Axial cross-sections of the spline data were thesmened. In order to identify
the glottis, the distances between correspondingtpon the left and right vocal
folds were summed, and the x-coordinate for whitls sum was smallest was
defined to be that of the glottis. It became clidmat the natural axis of the glottis
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was not exactly in line with the defined anteriosterior axis. Therefore, a new
“glottal axis” was defined by fitting a straighhé (of the form z = my + b) to the
points midway between the left and right vocal $old

Vocal tract

Right vocal fold

10

Z-axis
(0]
]

0
Y-axis -5

Figure 1. Definition of the coordinate system used in thégpgr and illustration of
the process for deriving the area function for taryNo. 8 from Sidlof et al (2008).
The dotted line ending in an arrow indicates theafion of airflow parallel to the x-
axis. At all levels (along the inferior-superioraxis), the cross-sections are
approximately rectangular. The red open circlegcate the points midway between
corresponding points on the left and right vocéd$o The blue line through the red
circles is the best fit line characterizing thetglbaxis. The red lines are parallel to
the glottal axis but approximate the edges of theal/folds at different locations
along the x-axis.

Since the axial cross-sections of the spline dpfear to be roughly rectangular
at all levels along the x-axis, it was determinbdt tthe edge of each vocal fold
could be approximated by a straight line paratbethe glottal axis. Each such line
(of the form z = my + bor z = my + b where band b refer to the z-intercept of the
lines approximating the left and right vocal foldsspectively) was determined such
that the summed error was zero, L€/ — [z - h]/m) = 0, where the subscript i refers
to either the left or right vocal fold. This enssithat the area between each vocal
fold and the glottal axis is identical whether theginal values of y or the
approximated values (z)m are used. This result, however, is dependenthen
spatial resolution of the data along the z-axisictlin this case is relatively poor
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(only eight data points), and the true axial cresstion geometry at each level along
the x-axis. For the levels near the glottis, thetaiegular cross-section appears to
approximate the data well. For the more inferiorels, on the other hand, the
rectangular cross-section resembles a square thoogly seem to be more accurate
to model this cross-section as a circle since theheal cross-section is roughly
circular. Therefore the area function to be derifemm the rectangular cross-
sections is presumably more accurate near theiggltid less accurate inferiorly
near the trachea.

The x-coordinates of the inferior-most and supemast points of each vocal fold
spline were not constant across the eight locatimmshown in Figure 2. Among the
inferior-most points, the largest x-coordinate weentified and the remaining
splines were truncated at this value. Similarly fbe superior-most points, the
smallest x-coordinate was identified and the reimgirsplines were accordingly
truncated. This ensured that every spline extengtedthe same range of x-values.

Y-axis (mm)
o

_8 1 1 1 1 1 1 1 1
-6 -4 -2 0 2 4 6 8 10 12

X-axis (mm)

Figure 2.Vocal fold contours for each of eight locationsraj the anterior-posterior

axis: the x-coordinates of the contour endpoingsret identical from one contour to
the next. This is especially clear for the infemdpoints. The red lines indicate the
equivalent contours for a rectangular cross-sectienived in this paper and

truncated at both the inferior and superior enddeasribed in the text.

Once the parallel line segments approximating tlogeal fold edges were
determined, it was necessary to define the distiet@een them. In the present
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study, this was defined as the length, d, of the Begment intersecting the two
edges at right angles. The vocal folds were assumédthve an anterior-posterior
length of 16 mm, so that the cross-sectional atesaeh location along the x-axis
was defined to be A = 16d nimThe area function was thus determined as a
function of x. The assumption that the vocal folusve a length of 16 mm is
consistent with a tracheal radius of 8 mm (Hordfigf al, 1971) and a corresponding
cross-sectional area of the trachea equal oG

The area function of the subglottis was therefonaedated at the point where it
had the same area as the trachea. Furthermoras iagssumed that the portion of the
vocal folds less than 3 mm inferior to the glotiscillates during phonation with
amplitude sufficiently large to be separated fréw@ temainder of the subglottis (cf.
Fig. 5 of Berry et al, 2001). Therefore, the angaction was truncated at the point 3
mm inferior to the glottis. The resulting truncateea function yields the red lines
in Figure 2, where the distance between the upped@ver red lines at a given x-
coordinate is equal to the corresponding value .oTlte length of the resulting
subglottis area function is 7.48 mm.

Models of vocal tract and subglottal acoustics dgty rely on the assumption
that the cross-sectional shape of the airwaysr@ileir. Therefore, it was deemed
useful to define a circular geometry at each lealehg the x-axis with an area
equivalent to that determined above using the neclar geometry. The radius as a
function of x was therefore determined as r =xj&J. Acoustic inertance and
compliance are functions of cross-sectional arehtherefore equivalent whether a
circular or rectangular cross-section is assumedoudtic resistance and
conductance, however, as well as vibrations andipditon in the walls, are
dependent on the airway cross-section perimetethénpresent case, the ratio of
rectangular perimeter to circular circumerance (ehbe rectangle and circle have
equal areas, and the rectangle has one side 16mgh fanges from 10% (at the
tracheal junction) to 35% (at the junction with thrating vocal folds). Any
acoustic losses modelled using the circular gegmeill therefore include some
amount of error, a point which is explored in tlextnsection.

As shown in Figure 3, the radius function derivedehis similar to that of the
40°-M5 model (Scherer et al., 2001). In contrasg, tmodel of Zhang et al., 2006
(30°-M5 model) shows a more rapidly increasing wadiand thus a shorter
subglottis. The quadratic model (Zafartu et alQ7dQresults in a subglottis length
similar to the 40°-M5 model and the model derivegkeh but with a larger
discontinuity at the junction with the trachea andmaller expansion of the radius
function near the glottis.
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Figure 3. lllustration of the segmentation of the subglot@glius function: The
radius of each uniform tube segment is chosen thaththe cross-sectional area of
the tube is equal to the average cross-sectioeal afr the subglottis area function
within the same x-coordinate bounds. The outer dagnof the soft tissue wall is
also shown as a dashed line. For the trachea, &iehickness is 3.724 mm. The
extension of the radius function in the directidnboth the oscillating part of the
vocal folds and the trachea is also shown. For ewispn, two versions of the M5
model (Scherer et al., 2001) are shown (with 3@°40f divergence angles), as well
as a quadratic model (Zanartu et al., 2007; Beirrgl.e 1994). The 30°-M5 model
has the same subglottis area function as the nuseéel by Zhang et al., 2006).

3 Acoustic effects of the subglottis

The subglottal airways are modeled using the luegntetry of Horsfield et al
(1971), and the input impedance is determined bylaiiog each airway as a
continuous transmission line as described by HumdeSlatky (1989). Mechanical
properties of the airway wall tissues are assurodibtthose presented by Harper et
al (2001), with the exception that the soft tis¥oeing’s modulus is assumed to be
one order of magnitude larger than previously regabfi.e. Es = 3.92+16 dyne/cn
rather than 3.92+fadyne/cr). This modification was chosen since recent wak h
indicated that the resonance frequency of the tigsfties is probably significantly
closer to the first subglottal resonance than presly thought (Lulich et al, 2011),
and the most likely cause of this increased resmménrequency is an increase in the
stiffness of the soft tissues when stretched iporse to the phonatory subglottal
pressure (Gunst and Stropp, 1988).
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The subglottis itself does not have a constantsesestional area, so the best
means by which its acoustic properties should bdatenl remains an open question.
One possibility is to approximate the subglottisaafunction as that of a conical
horn (Benade, 1988). However, Benade’s study apiidy to lossless horns with
rigid walls, and the present author is unawarenyf subsequent study deriving the
acoustic properties of horns with acoustic lossebyaelding walls. An alternative
approach is to divide the subglottis into a nunmifesegments, each of which can be
approximated by a short uniform tube (following E&®60) (see Figure 3). This is
the approach adopted for the present study.

For each segment, the mechanical properties afdftdissue walls were assumed
to be identical to those of the trachea, with tkeegption that the wall thickness was
assumed to increase from the trachea to the glagishown in Figure 3. Since the
distance between the medial vocal fold edge andattyageal cartilages increases
quickly from the trachea to the glottis, the sulttigovall impedance was considered
to be purely due to soft tissues. The walls oftthehea and other bronchial airways
were modeled using both soft tissues and cartilagarallel, as described by Habib
et al., (1994).

Since the number of uniform tube segments fit toghbglottis area function will
affect the acoustic properties of the model, thismber was varied to include 1-
segment, 2-segment, and 10-segment models of Hggostis. It was found that the
acoustic effects of the 2-segment and 10-segmentlelmowere virtually
indistinguishable. The resulting input impedanckes-segment, 2-segment, and 10-
segment models of the subglottis alone, and th#hekubglottis in series with the
subglottal airways, is shown in Figure 4. In akes, each segment of the subglottis
was assigned a cross-sectional area equal to the vadue of the area function over
the corresponding range. For example, the 1-segmedel was assigned a cross-
sectional area equal to the mean value of theeerit#8 mm long area function.

To the extent that the derived 10-segment subglottrea function is
approximately accurate, and that the wall mechmpicgperties and acoustic losses
are adequately modeled, the effect of the subglotti the input impedance of the
subglottal airways is essentially to lower the treqcy of each resonance by a factor
of approximately 0.97 (23, 48, and 54 Hz for thestfithree resonances,
respectively), and to increase the amplitude ohe@asonance.

The 2-segment and 10-segment subglottis models hes® effect on the
resonances than the 1-segment model. As the nuaibsgments decreases, the
more uniform the subglottis area function becomms] the better it can be
approximated as a lumped acoustic mass in seribsthég trachea. This accounts in
the 1-segment model for both the decreased reserieguencies and the high-pass
characteristic leading to higher amplitudes ateasmgly higher frequencies. For
the 2-segment and 10-segment models, the resulfing impedance is intermediate
between that of the 1-segment model and that o$ubglottal airways without any
subglottis. This bears out the prediction thathtben-shaped subglottis, represented
as a uniform transmission line with primarily ineet shunt impedances (cf. Benade,
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1988; Fant, 1960), should give rise to higher rasoe frequencies than
tube of identical length (i.e. the 1-segment madel)
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Figure 4.Input impedances: The black solid line shows timui impedance of the
subglottal airways using the Horsfield lung geometith no subglottis attached.
Three additional input impedances are shown forHbesfield geometry with 1-

segment (black dashed), 2-segment (black dottedd, ED-segment subglottis
models (black dotted). The input impedance of thmgkottis alone is also shown for
1-segment, 2-segment, and 10-semgent subglottiels\¢ed lines). The difference
between the 2-segment and 10-segment models i$ fembabth the subglottis alone
and for the subglottis plus Horsfield geometry.

As noted above, acoustic losses and wall vibraties dependent on airway
cross-sectional perimeter rather than on airwaygssectional area. For a given
cross-sectional area, either a circular or a reggeti@n cross-section can be defined.
For the circle, the perimeter i&r2 while for the rectangle it is 32 + 2d, wherei82
twice the anterior-posterior length of the glotisd d is the width as defined above
in Section 2. For each segment, the perimeter 32#&lcalculated and substituted
for the circumference used to calculate the wathgad elements as well as the
acoustic resistance and conductance. The wall elisn@end the acoustic resistance
also depend orfiin the circular case. The corresponding valuehi rectangular
case was replaced by [(32+2d)/. Figure 5 shows the results.
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Figure 5. Top panel: Input impedances: The solid black Igt®ws the input
impedance of the subglottal airways with no sultigl@ttached. The remaining lines
show the input impedance with the 10-segment stiiglmodel attached in series
and with perimeter corrections applied to varyirggmrte (see the legend). Bottom
panel: Reactance (imaginary part) of the impedarstesvn in the top panel.
Compliance and reactance are reciprocal, so thatllemreactance values
correspond to larger compliance values.

When these approximate corrections are appliedtb the acoustic losses and
the wall mechanics (cf. Figure 5, red dashed litt&, input impedance of the 10-
segment subglottis model in series with the Holdfgeometry shows markedly
reduced amplitudes of the resonances as well asbstamtial increase in the
frequency of the first resonance and a less pramitissue resonance below 500
Hz. Moreover, the reactance is substantially smdtteore compliant) up to about

35



500 Hz, which covers the typical range of the fundatal frequency during
speaking. When the perimeter correction is appdiely to the acoustic losses, the
result is much the same except that in the lowueegy range the compliance is
more similar to the uncorrected case, and thedisssonance is more prominent.
When the correction is applied only to the wall heatics, the compliance remains
high at low frequencies, while at high frequendhesreactance is more massive and
the impedance amplitude is similar to that of tmearrected input impedance. All
of this suggests that Titze’s conjecture aboutdhkglottis “entry configuration”
may be correct: a more rectangular configuratiailifates phonation while a more
circular configuration hinders phonation. Moreovielis apparently the wall tissue
impedance that principally contributes to the iased compliance in the range of
typical fundamental frequencies. It will therefdre of some interest in the future to
determine more precisely what the mechanical ptigseare for the subglottis walls
(e.g. Young's Modulus, viscosity, and thicknesshef walls).

4 Summary and Conclusion

In this paper, an area function for the larynga#bgdottis was derived from
morphological data previously published by Sidlbfaé (2008). The subglottis is
roughly rectangular near the glottis and becomeremsquare or circular where it
joins with the trachea. Since a rectangular shaps assumed for the entire
subglottis in this study, it is likely that the ariinction is somewhat less accurate as
distance from the glottis increases. However, f@ctcal purposes in which only
the frequency range of the first three subglo#abnances is of interest, the acoustic
effects of the subglottis appear to be relativalgependent of the exact area
function. For instance, if the area function is mled as a set of concatenated
uniform tubes, the acoustic effects of using marfewer tubes are negligible.

The calculation of subglottis acoustics in thisdgtunitially assumed that the
cross-sectional shape of the subglottis is circthaoughout, but with the correct
equivalent cross-sectional area. The assumptioa oircular cross-section does,
however, affect the cross-section perimeter, widluences the determination of
acoustic losses and of the vibration of the wakues. Applying an approximate
correction to account for the non-circular perimetevealed that the input
impedance was strongly dependent on the crossaechape, especially at
frequencies below 500 Hz, where the complianceees®d for the rectangular
cross-section. This increased compliance may haygortant effects on voice
production.

Of the various previous models compared with tiea dunction derived here, the
40°-M5 model (Scherer et al, 2001) appears to dfferbest match. However, it is
not known how well the derived area function wikrgralize to other excised
larynges, phonation frequencies, or, most impadstatd living humans. The precise
results presented here must therefore remain restimates. A method for deriving
an area function from three-dimensional measuresnehthe left and right vocal
fold shapes in pre-phonatory position was presemtbdth in this case led to a close
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approximation of the 40°-M5 model. Regardless @& ecise area function, the
main acoustic effects appear to be to decreaseedmnance frequencies of the
subglottal input impedance, to raise the first $oib@ resonance frequency, and to
increase the compliance of the subglottal inputeidgmce for frequencies below
approximately 500 Hz. These main effects are pilyndue to the overall length of
the subglottis and its non-circular cross-sectibape — two factors which do not
significantly depend on the precise area functlorthe future, it will therefore be
most important to determine these two factors.
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Abstract

We studied the formant frequency shifts of nasdlizvewels. Based on acoustic
theory, the first formant (F1) increases for higiwels, while F1 decreases for low
vowels. In the present study, we measured formraquéncies for the following: 1)
nasalized vowels produced by physical models obealtract, and 2) nasalized
vowels uttered in a nasal context. As predictedabyustic theory and perceptual
findings, acoustic analyses revealed bidirectidoaimant shifts in F1 frequency:
increasing F1 for high vowels and decreasing Fldiwrvowels.

1 Introduction

The nasal tract may couple to the main vocal ti@cseveral reasons, including
either an anatomical or functional problem (Stevensal., 1986). Cleft palate
patients, for example, often have velopharyngeadufiiciency that causes
hypernasality, and one of the most common probldors deaf speakers is
inadvertent nasalization, a speech disorder whesevelopharyngeal port opens
excessively during vowel production (Stevens ¢tl&176; Chen, 1995). The ability
to control coupling of the nasal cavities to thecalotract is crucial for the
production of normal speech (Bell-Berti, 1980).4iig&y to control coupling results
in severely distorted speech.

Certain languages, such as French, Portuguese dandi, Hphonemically
distinguish nasal and nonnasal vowels, whereas thguages, including English,
do not. Even in languages where nasalization ighohemic, nasal coupling occurs
during the production of oral vowels adjacent teataonsonants due to articulatory
overlap of the velum and the tongue or lips. If toevel is preceded by an obstruent
and followed by a nasal consonant, the velophagingert is closed at the time of
release of the obstruent but opens during the vowpleparation for the formation
of the oral closure for the nasal consonant (Stevd®98). These overlapping
gestures result in the preceding vowel being neesdlbefore a nasal consonant.

The degree of acoustic coupling between the voodlrasal tracts is controlled
by the velum as well as by the posterior and lararyngeal walls (Skolnick et al.,
1973). The opening to the nasal tract allows airfthrough the nose and mouth,
and acoustic coupling causes the vowel to be rzashliTherefore, a simple model
for a nasalized vowel could be a main vocal trathwa side branch, where the
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degree of opening of the velopharyngeal port cémttioe degree of nasalization.
According to acoustic theory (Fant, 1960; Fujimut®60, 1961; Fujimura and
Lindgvist, 1971; House and Stevens, 1956) the ldiference between the transfer
function for the vocal tract with a side branch @nalt for a nonnasal vowel is that
additional poles and zeros are introduced to theaMwact transfer function as a
consequence of acoustic coupling to the nasal. tfdet additional poles and zeros
due to nasal coupling cause modifications in thecgspm, such as reduction in
amplitude of the first formant (F1), broadening thendwidth of F1, shifting F1
upwards in frequency, and a relative strengthewih¢he spectrum near 250 Hz
(House and Stevens, 1956; Hattori et al., 1958;t,Fa4860; Fujimura, 1960;
Fujimura and Lindgvist, 1971; Hawkins and Steveb@35; Maeda, 1993). The
higher frequencies may also be modified by nasapliog. The main effect of
nasalization, however, is the perturbation of tlev-frequency spectrum by
replacement of the first formant with a shifted (F1’), a nasal formant (Fn), and a
nasal zero (Fz) (Fant, 1960; Fujimura and LindgqS71; Stevens et al., 1986). As
the cross-sectional area of the velopharyngealinges gradually increased, the
spacing between the pole and zero introduced invitiaity of the first formant
increases, F1 frequency shifts, and F1 bandwidtteases.

Calculations of the acoustic consequences of ramsglling predict distinctively
different modifications depending on vowel identiBujimura, 1960; Fujimura and
Lindgvist, 1971). The theory predicts that F1 shifpwards in frequency for high
vowels, and a nasal formant appears in the speatay between F1 and F2. For
low vowels, F1 also shifts upward in frequency, htthe same time, F1 comes
close to zero. This is because the first pole-paipis lower in frequency than F1 in
the corresponding oral vowel, and as a result,sRidakened and seemingly split
into two peaks (Stevens et al., 1986). At low degref coupling, the nasal pole (Fn)
is almost canceled by the nasal zero (Fz), andisndase, Fn is not prominent. At
higher degrees of coupling, however, Fn increaseprominence (Fujimura and
Lindgvist, 1971), and Fn could be identified a®arfant (Maeda, 1993).

Thus, nasal coupling can shift F1 frequency ansl ity affect perceived vowel
height. Due to the upward shift in F1 frequencysatization might be expected to
lower perceived vowel height (Ohala, 1986). In &ddi due to the prominence of
Fn, nasalization might be expected to raise peeceivowel height for low vowels.
This appears to be a plausible explanation forbilde@ectional shifts in perceived
nasal vowel height (Krakow et al., 1988) observadperceptual experiments
(Wright, 1975, 1986).

This F1 shift might lead to listener misperceptiofisowel height. Krakow et al.
(1988) examined the hypothesis that perceived nasakl height is not entirely
determined by the spectral shape of the nasal ydwelrather that the context in
which the nasal vowel occurs can affect the wawlmch the nasalization of that
vowel is perceived. They tested this hypothesisdiyparing listeners' perception of
nasal vowels in the presence and absence of aneadjaasal consonant, finding
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that nasal coupling does not necessarily leadsterner misperceptions of vowel
quality when the vowel's nasality is coarticulatémynature.

In English and many other languages, vowels shbelgerceived as the same
phoneme regardless of nasalization. In other wardpeaker and/or a listener might
tend to compensate for any such formant shiftsi £&@05) investigated whether
compensation exists in vowel production. He meabuilee positions of the
articulators, especially tongue height, and congbéinem in oral and nasal contexts
using the electromagnetic midsagittal articuloméEMMA) system (Perkell et al.,
1992). The measurement of the positions of thecidaiors showed almost no
compensation except for the lowest voveel

The goal of this present study is to confirm thioagoustic analyses the manner
in which formant frequencies shift due to nasalatparticularly the bidirectional
shifts in F1 frequency. Even though these bidiog@l movements have been
demonstrated by both acoustic theory and percefindings, clear acoustic
evidence is scarce in the literature. Therefore, ava to confirm that the F1
frequency tends to shift in a more central direttchen it is nasalized, based on
several measurements of formant frequencies féowarowels.

2 Theoretical considerations

The shift in formant frequencies due to nasal dagpduring vowel production
can be predicted by the acoustic theory of nashhzavels. When the main vocal
tract is in a vowel-like configuration, the velopyiageal opening introduces poles
and zeros into the transfer function of the vocattt These additional poles and
zeros are approximated by applying an electricadiranalog based on a simple
model (Fujimura, 1960; Fujimura and Lindgvist, 1973tevens, 1998). In this
model, a side branch is attached to the main vteat, and the susceptances
looking in different directions from the velophaggal port are examined. Based on
the measured transfer function of the nasal tracimf above the closed
velopharyngeal port to the nostril output, as mesbwsing a sweep-tone source
(Lindgvist and Sundberg, 1972), the susceptanddrigdnto the nose is estimated
to have zeros at about 500 and 2000 Hz (Chen, 8vens, 1998).

This model predicts how F1 is replaced by F1' wheneand Fz depend on vowel
height (Stevens, 1998). For all vowel types, asatea of the velopharyngeal port
increases, an extra pole-zero pair (Fn and FZsdtmappear near 500 Hz and shifts
upwards, and the spacing of the pole-zero pair mgdAn increase in coupling also
corresponds to an upward shift in F1 frequency.tRervowel /i/, as the degree of
nasal coupling continuously increases, F1' gragugttifts upwards from F1 of the
non-nasal vowel and reaches a frequency lower B®¥nHz; Fn gradually shifts
upwards from 500 Hz and reaches a frequency lohan L kHz; and Fz shifts
upwards from 500 Hz to a frequency higher than ¥.kik a result, an extra pole
occurs in the spectral valley between F1 and Fthénspectrum of the nasalized
vowel /i/. For the vowela/, as the degree of nasal coupling continuouslyemses,
the situation is a little more complicated (Stevet998; Maeda, 1993). F1’
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gradually shifts upwards from F1 of the non-nasakel, but at the same time, Fz
rapidly shifts upwards from 500 Hz. Fn graduallyftshupward from 500 Hz and

reaches a frequency lower than F1 of the non-nawedl. As a result, F1’ becomes
weakened by Fz, and Fn gradually becomes domiffantestate, F1’ first shifts

upwards; then the F1 region has two peaks of Fd'Fam and finally, Fn acts as F1,
as Fn is dominant.

3 Acoustic analyses

As mentioned above, acoustic theory shows thatdrtist to shift in a more
central direction when nasalized. To confirm thenfant shifts, especially the
bidirectional shifts in F1 that are due to nasditrg we conducted acoustic analyses
on two sets of vowels: 1) mechanically producedilizesd vowels, and 2) naturally
produced vowels in nasal and non-nasal contexts.

3.1. Mechanically produced nasalized vowels

To clearly observe the poles and zeros, we firstienphysical models of the
human vocal tract fafi] and for[a] with the nasal cavity (Arai, 2007), as shown in
Fig. 1 (below). This model is designed to have kesgustic loss than the human
vocal tract so that peaks with lower bandwidth barobtained. Each of the models
is made from five acrylic plates. The center (b)aglate is 1 cm thick and has a
schematic midsagittal cross-section for each vo@alboth sides of the center plate
are two transparent 3-cm thick plates that haveshobd achieve the proper area
functions for the vocal-tract configuration of thvewels [i] and [a] with nasal
cavities. The outer-layered plates are 1 cm thickare also transparent.

'closed velopharyngeal port crpenf

Frequency [kHz]

A B

Time [s]

Figure 1.Physical models of the human vocal tract withriheal cavity (right) and
spectrograms of vowels produced from the physicadets (left). The first panel:
vowel[i]; and the second panel: vowe].

The velum is made of rubber and may be rotatednarawpivot located roughly at
the boundary of the soft and hard palates. This alev velum acts as the
velopharyngeal port and allows the simulation &fiedént degrees of nasal coupling.
The velopharyngeal opening is controlled by thatiog valve.
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3.1.1 Method

We mechanically produced oral and nasalized vowsilsg the physical models
of the human vocal tract. Default settings for #keGLOTT88 voicing source
model were used as a sound source (Klatt and Kif80). The radiation
characteristics are already incorporated in thidgcimg source model. The
fundamental frequency was set at 100 Hz. The velgpigeal port was first closed,
then opened mid-utterance. The final areas of thepharyngeal port were
approximately 30 mftfor [i] and 50 mrhfor [a].

The sound source was played from a laptop compigethe digital-to-analog
(D/A) converter of a digital audio amplifier (MA-BOJ, Onkyo) that was connected
to a laptop computer via a USB interface. The samggrequency was 16 kHz. The
amplifier then drove a driver unit (TU-750, TOA)aasfor a horn speaker. To avoid
unwanted coupling between the neck and the ardad#te neck of the driver unit
and to achieve high impedance at the glottis eraljngerted a close-fitting hard
rubber cylindrical filler inside the neck. We maaléole in the center of the rubber
filling with an area of 30 mfn The neck part was attached to the glottal enithef
vocal tract models.

The utterances were recorded using an Electro-Vimiogdel 054 omnidirectional
dynamic microphone and a pre-amplifier (Shure Rsiteal Microphone Mixer).
The microphone was placed approximately 20 cmantfof the model’s lips in a
partially sound-attenuated room, where the distarioem the microphone to the
mouth and to the nose were about equal. All sigwale digitized with a sampling
frequency of 16 kHz.

3.1.2 Results and discussion

The velum has been reported to be positioned hiighleigh vowels and lower in
low vowels (Bell-Berti, 1980). To achieve the sadegree of perceived nasality
requires a small opening for high vowels but a gresaelopharyngeal opening for
low vowels (House and Stevens, 1956). Thus, we dgéstent final areas of the
velopharyngeal opening for the vowgisand[a] at approximately 30 mhand 50
mnT, respectively.

Figure 1 shows the spectrograms [igrand[a]. For the voweli], the bandwidth
of F1 became wider when the velopharyngeal pornege and simultaneously,
there was an upward shift of the F1 frequency. Heurhore, the extra pole Fn
between F1' and F2 was observable around 1 kHztlwowel[a], a pole-zero
pair associated with the velopharyngeal openingotserved below the original F1
frequency. As the velopharyngeal opening wideneel ftequencies of the pole and
zero increased and, simultaneously, the distant@eka the pole and zero also
increased. Eventually, the extra pole below thginoal F1 became dominant, as
predicted by acoustic theory.

3.2 Naturally produced vowels in oral and nasal cdexts

To investigate the formant shifts of natural vowielseal speech, we analyzed a
speaker’s vowels in oral and nasal contexts.
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3.2.1 Method

The speech samples were monosyllabic nonsense Wwbxds” uttered by a
native, male speaker of American English. The vowelas eitheri/, /v/, /¢/, /n/, &/,
or /a/; and the consonant C was either /b/ or /m/. Trgetavords were embedded in
the carrier phrase “Say , again.” All 1bmations were repeated five
times in random order (60 utterances in total). Ttterances were recorded in a
partially sound-attenuated room with an Electroééomodel 054 omnidirectional
dynamic microphone and a pre-amplifier (Shure Rsiteal Microphone Mixer).
The microphone was placed approximately 20 cm amtfiof the speaker’s lips to
establish equal distances from the microphone ¢ontlouth and to the nose. All
signals were digitized with a sampling frequencyl6fkHz. Formant tracking of the
vowels was done by the LSPECTO program in XKL, \Wwhis a revision of the
software package developed by Klatt (1984). Thenémt-tracking algorithm was
based on 20th order linear predictive coding (LPE)r each frame, a 25-ms
Hamming window was used, and each frame outputgeasrated every 5 ms.

3.2.2 Results and discussion

Figure 2 shows the results of the formant trackfiogmant frequencies versus
time) for F1 of the six vowels. Each plot contatihe results of the formant tracking
of each /bVb/-/bVm/ pair. (We refer to the firsteoaf the pair as “oral context”, and
the second as “nasal context.”) This pairing allowss to isolate the effect of
nasalization, because the only difference betwkerpair is whether or not there is
velopharyngeal opening; the rest of the articulatanovements are identical
(Krakow and Huffman, 1993). In each plot, the ddtand ‘X’ represent the formant
frequency of either F1 or F2 at a particular timghVb/ and /bVm/, respectively.
The thick and thin lines are the average curveaiodtl by smoothing with a 3rd-
order polynomial approximation among five repetis®f /bVb/ and /bvVm/.
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Figure 2.Physical models of the human vocal tract withriheal cavity (right) and
spectrograms of vowels produced from the physicadets (left). The first panel:
vowel[i]; and the second panel: vowe].
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From these plots in Fig. 2, we observed the biteal shifts in F1 due to
nasalization, that is, the F1 frequency shifts dean for the low vowelg/ and/z/
and upward for the high vowel$ and/v. However, there were no significant
differences in F2 frequency among the six vowels.

To model the bidirectional shift in F1 frequencyedo nasalization, we measured
the maximum difference between the two average W¥es in oral and nasal
contexts (see Table 1). This maximum differenca asction of F1 frequency in an
oral context can be modeled by a sigmoidal functign

Table 1.F1 frequencies of V in oral (/bVb/) and nasal {#Y contexts at the point
of maximum disparity.

V | F1 of (b)V(b) [HZ] | F1 of (b)V(m) [Hz] | Difference[HZz]
i 273.6 335.2 61.6
1 420.7 483.4 62.8
€ 535.0 524.5 -10.5
A 565.6 530.1 -35.5
& 599.3 524.7 -714.7
a 619.8 550.9 -68.8

2

From this model, we can see that the F1 frequesiggist to shift bidirectionally
toward the central region, which is around 530 Rzhis case. This coincides with
the first natural frequency of the nasal cavitglits

4 Discussion

Many studies have observed a peak associated wisalination, especially
between 250 and 450 Hz (Hattori et al., 1958; Fujamand Lindqgvist, 1971;
Lindgvist-Gauffin and Sundberg, 1976; Takeuchilet®077; Maeda, 1982a; Dang
and Honda, 1995; Stevens, 1998). Most of thesdestutbted the possibility that
side cavities corresponding to the nasal sinuseduged such a peak. Even when
there is no coupling with the sinuses, howevemwel will be nasalized with nasal
coupling. In fact, we observed clear nasalizatioth the physical models with no
sinuses in Section 3.1.

Ushijima and Sawashima (1972) found that the vedopigeal port area
decreases as velar elevation increases. Moreowat,(M62), among a humber of
investigators, concluded that velar elevation satgr for high vowels than for low
vowels. In other words, velum height is greatest dbstruents and decreases
according to the following order: high vowels, lamwwels, and nasal consonants
(Bell-Berti, 1980). Complete closure of the portnist always required for normal
“non-nasal” speech production. To establish admi#a into the nasal, oral, and
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pharyngeal branches at the velopharyngeal porsphaker need only make the port
sufficiently small so as to prevent the nasal binafnom affecting the overall vocal
tract transfer function for sonorants (Bell-Bei980).

Bell-Berti (1980) found that speakers having a munin velopharyngeal port area
(critical port area) of less than about 30 fmpnoduced speech that was nearly
normal, while those having a larger minimum poraaproduced speech judged as
nasalized. These data also agreed with the restiltsshiki et al. (1968), who
induced velopharyngeal incompetence in their sibjeg placing polyvinyl tubes in
their velopharyngeal ports and found the critiaat@rea to be about 20 rim

In experiments with synthesized speech, House éekBs (1956) reported that
listeners failed to judge any of their vowel stimploduced with a port area of 25
mn? as “more nasal’ than those produced with the mamnpletely closed.
However, high vowels produced with a port areabfif (the next larger area in
their series) were judged as “more nasal” thanghweduced with the smaller area.
For the low vowela] with a port area of 71 nfinthe listeners' judgment stayed as
low as with the smaller area. Thus, listeners jddtjet a greater velopharyngeal
opening was needed to produce a given level oflihagar the low vowels than for
the high vowels (Hawkins and Stevens, 1985). A lsinbbservation was reported
by Maeda (1993) with synthesized nasal vowels ugiigy simulation method
(Maeda, 1982b). This is consistent with observatioh the articulators by Moll
(1960), Delattre (1968), and Benguerel and Lafar@@81), showing dependency
of velopharyngeal port area on vowel height.

Using the physical models of the vocal tract intBec3.1, the area of the
velopharyngeal port that yielded the same degrewmsdlity differed for the vowels
[i] and[a], at approximately 30 mivor [i] and 50 mrhfor [a]. Although these areas
are slightly smaller than those reported in previgiudies, the mechanically
produced nasal vowels were sufficiently “nasalized.

As described earlier, once a vowel is nasalizedsFéplaced by F1’, Fn, and Fz,
which can be observed as two poles and a zeraonirfregquencies of the spectrum.
In physical models of a vocal tract, the bandwidththe peaks tend to be narrower,
which seems to be due to minor acoustic loss. Assalt, we can specify the poles
and zeros in the spectrum relatively easily.

In the case of nasalized vowels in real human $pesuectral peaks are less
“peaky.” This appears to be due to some degreeafisic loss. It was therefore
hard to specify the extra poles and zeros and we wet always able to observe
F1’, Fn, and Fz. Nevertheless, some might be evtidesr example, we found Fn
around the 1-kHz region in Fig. 1 f@f, and this is consistent with the findings of
previous studies (House and Stevens, 1956; Ma&&2c). We also observed Fn in
the frequency range below F1 flar] as shown in Fig. 1. We could only find the
nasal zero Fz in some cases, such as the Fz befmesamd F1' for the mechanically
produced[a] in Fig. 1. However, the zero itself is expectechawve less perceptual
relevance than the additional spectral promineas@ointed out by Stevens (1998).
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For naturally produced vowels in the oral and nasaltexts in Section 3.2, we
compared the minimal pairs /bVb/-/bVm/. It is a coon observation that vowels
adjacent to nasal consonants are nasalized bechuserlapping gestures of the
velum and the tongue or lips. Such overlappingugestoccur both when a vowel is
followed by a nasal consonant and when a voweldsquled by a nasal consonant.
However, the overlap is somewhat longer in the @orpase (Stevens, 1998).

If the vowel V is preceded by an obstruent C in @&\ context where N is a
nasal consonant, the velopharyngeal port is clasdte time of the release of the
consonant C; the port then opens during the vowein\preparation for the
formation of the oral closure for the nasal consbma (Stevens, 1998). This avoids
build up of intra-oral pressure due to the oralsate for the nasal consonant.
Because it takes time to lower the velum, the Jedopngeal port starts opening
before complete closure of the oral cavity. Ohdl7() has reported greater nasal
coarticulation effects in vowels preceding nashentin vowels following nasals,
and states that velar lowering begins as sooneast@bn is no longer required for
obstruent articulation. Moll and Daniloff (1971palreported that movement toward
the opening of the velar port began during artioulanovement toward the first
vowel in a CVN sequence. For any vowel, F1' incesasvhen the vowel is
nasalized. As F1’ increased, Fn was observed guéecies lower than F1 for the
low vowel [a] and Fn became dominant as the velopharyngealapeat increased
(particularly in Section 3.1). This observationrfréhe acoustic measurements of the
present study is consistent with the predictioaadustic theory, and it supports the
explanation that the F1 of a low vowel shifts dovanavdue to the dominant Fn.
Although this “F1 transfer” from F1’ to Fn is undésod to occur in real speech, it is
a little more difficult to see such an F1 trangter/a/ from the results in Section 3.2
because of the initial transition from the precegdobstruent /6/). However, the
difference between the average F1 contours obtdioad the vowels in nasal and
oral contexts allows us to see an initial upwardsemeent, which might be evidence
of the Fl-transfer phenomenon. For high vowels,abse there is no such F1
transfer, F1' monotonically shifts upward in freqog. As a consequence, the
bidirectional frequency shifts of F1 can be obsdrve

The nasalization of vowels shows the “quantal redtof speech (Stevens, 1972,
1989). Let us consider that the velum lowers frbm taised position (the complete
closure of the velopharyngeal port). Although tbevdring speed is constant, the
perceived nasality does not increase constantlyeéislly for a low vowel, nasality
does not increase unless the velopharyngeal opaeiaches a certain area, as
described earlier. In fact, the velopharyngeal jpmgs not close completely when
we produce a low vowel with no perceived nasalityerestingly, we might actually
be able to hear less nasality with a slight opervfighe velopharyngeal port
(Maeda, 1993). Thus, for a low vowel, a plateastsxivhere a small perturbation in
the velopharyngeal opening does not influence #regived nasality. This type of
nonlinear relation between articulation and acesgstir perception is a part of the
guantal nature of speech (Stevens, 2003).

47



The quantal aspects of speech can also be obsarvte formant frequency
shifts of nasalized vowels. Particularly in theeca$ a low vowel, the complicated
F1 movement due to the “transfer” phenomenon canolbserved during the
transition from complete closure to some degreepahing at the velopharyngeal
port. Before the F1 transfer occurs, the percenasality is low and F1 frequency is
more stable. After the F1 transfer, the perceivadality is higher and the F1
frequency is somewhat stable. This nonlinear @atiip between articulation and
acoustics is also part of the quantal nature oédpeand one might predict that a
nasal vowel tends to be produced in such a stagienm, especially in languages
that have a phonemic distinction between nasal aatl vowels, such as French
(Maeda, 1993).

5 Conclusions

In this study, we investigated the formant freqyeshifts of nasalized vowels.
From acoustic measurements, bidirectional formédniftssin F1 frequency were
observed (ranging from about —75 Hz for low vowlsabout +65 Hz for high
vowels in Section 3.2), as predicted by acoustiomr From measurements using
the EMMA system in Arai (2005), we found that spsrakof American English tend
not to compensate for such an F1 frequency shieidjysting tongue height, except
when producing the lowest vowel. From our perceptual experiment (Arai, 2004),
we conclude that the compensation effect occura @ven isolated vowel when it
has both nasalization and formant transitionshablisteners are able to predict that
the vowel is in a nasal context. This supportsfith@ings by Krakow et al. (1988)
that nasal coupling does not necessarily leadsterer misperceptions of vowel
quality.
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Abstract

In diverse areas of linguistics, the demand fodtg actual language use is on
the increase. The aim of developing a phonetidadlyed multi-purpose database of
Hungarian spontaneous speech, dubbed BEAto accumulate a large amount of
spontaneous speech of various types together eiitesce repetition and reading.
Presently, the recorded material of BEA amount266 hours produced by 280
present-day Budapest speakers (ages between 2@0ant68 females and 112
males), providing also annotated materials forowgitypes of research and practical
applications.

1 Introduction

The creation of large speech databases with thedfetomputer technology has
been called the “third revolution in the historymfonetics” in an opening address
of a 2011 phonetics workshop at the University ofenfisylvania
(http://www.ling.upenn.edu.phoneticsiworkshop/), the first two revolutions being the
introduction of spectrographic analysis and thatcomputerized speech analysis
software. Today, very large written and spoken luzdas are available in a number
of languages; consequently, researchers can fisd/@an to questions that, in the
absence of relevant linguistic material, were symphanswerable earlier on. A
philological approach to texts does not have todstricted to written corpora any
more. In diverse areas of linguistics, the demamdfudying actual language use is
on the increase. Rule-based methods have beemredpby statistical ones in many
cases as a result of the need to process very da@aities of data, a fact that has
necessarily been accompanied by changes in resesiraktitudes, too.

Contemporary speech databases include structutediezcordings and can be
searched in a number of ways. Most of them arecawelcordings but video
recordings also exist (e.g. CUAVE: Patterson et 2002; Popescu-Belis et al.,
2009). Nearly all databases include text files amnimg various levels of
transcriptions of the recorded speech materialalisges can be classified in several
ways — in terms of their respective aims, contemt&ten transcripts, circumstances

2 The acronym BEA stands for the letters of theindfjname of the database: BEszélt
nyelvi Adatbazis ‘Speech Database’.
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of recording, etc. (see e.g. Clark and Fox Tre®220Some of them involve read
texts, some contain spontaneous speech materals@me include both types of
speech. Read materials usually involve parts okgo@dio news items, word lists,
etc. Spontaneous samples are recorded in lab@storia telephone, or in field
work, or else are selected from programs of thesnmasdia; they may involve
dialogues, conversations, narratives, real lifaagibns (or their imitations), game
situations, texts recorded using the map task ndetbir. (see e.g. Anderson et al.,
1991; Hennebert et al., 2000; Ruhi, 2011). Someheflarge databases will be
mentioned here. The British National Corpus is Bection including 100 million
running words (Burnard and Aston, 1998). The Lordamd Corpus contains 50
dialogues and a mere 170,000 words (Svartvik, 1998¢ (original) American
English corpus CallHome includes 120 dialogues ®ih8nutes on average, all of
them family conversations via the phone. One ofdasdiest corpora was the Kiel
Corpus, consisting of German spontaneous speecpleaifSimpson et al., 1997).
The HCRC Map Task is a database of mainly ScoErstjish speech involving 62
speakers and 18 hours of speech material usingdlpetask (Anderson et al., 1991).
The speech corpus of Stanford University calledt@wioard (Godfrey et al., 1992;
Calhoun et al., 2010) includes 2400 dialogues d@ Speakers (representing a
number of American English dialects). TIMIT is uséor training speaker-
independent speech recognizers and includes 63fkesgereading 10 sentences
each (Keating et al., 1994). The CSJ (Corpus oh&meous Japanese) contains 661
hours of speech by 1395 speakers including 7.2amillvords (Maekawa, 2003).
The Verbmobil database (Bael et al.,, 2007) has hé®mreloped with speech
technological purposes in mind. Two databases septeng seven European
languages are EUROM1 and BABEL,; their objectivéoidielp the work of experts
on speech acoustics, phonetics, digital signal gesiog and/or linguistics by
providing recordings of various read texts (Chaalet1995; Vicsi, 2001).

As far as is known, a Hungarian database wasdistpiled by J6zsef Balassa at
the beginning of the twentieth century; howevege thaterial has been destroyed
(see KKA 1994). In the 1940s, at the initiativepbionetician Lajos Hegéd, dialect
recordings started being made with the aim of mdiogrspeech, storytelling, magic
formulae, etc. at various locations of the counthys material was archived in the
late nineties on contemporary data carriers andensadtable for research in the
Research Institute for Linguistics of the Hungarfagademy of Sciences (Goésy et
al., 2011). The Budapest Sociolinguistic InterviéBudapesti Szociolingvisztikai
Interju, BUSZI) contains tape recorded interviewshw250 speakers (2—3 hours
each) made in the late eighties (Varadi, 2003). Thegterial has since been
transcribed and encoded in computer files. The ldtiag telephone speech
database MTBA is a speech corpus recorded viaaeglilone and cell phone in
order to support Hungarian research and developnrenspeech technology,
containing read speech by 500 subjects (Vicsi et 2002; Vicsi, 2010). The
HuComTech Multimodal Database contains audio-viseebdings (about 60 hours)
of 121 young adult speakers that represent Nor#t-Hangary (Papay, 2011).
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Speech databases usually contain some kind ofewrithnscripts along with the
recorded sound material. Depending on the areailafation, such transcripts may
be orthographic texts, phonemic (broad) transamsi or phonetic (narrow)
transcriptions; they can include intonation andeotBuprasegmental details, etc.
Along with individually developed systems, variousds of universal and/or
adaptable software are also available for providiagscripts (e.g. Praat: Boersma
and Weenink, 2011; ToBIl: Beckman et al., 2007).ofplete system is offered by
EXMARaLDA (Extensible Markup Language for Discour8anotation: Schmidt
2009), specifically developed for the annotatiorspbken language. The specifics
of spoken language transcription, its degree odijdbrm, and criteria may vary,
depending on the aim or application involved (e€aygnnum, 2009; Maekawa,
2003). The fundamental difficulty of annotationides in the fact that it is usually a
single person (phonetician, linguist) who makes ttaascription, hence the result
unavoidably reflects, even if to diverse degredw transcriber's subjective
perception (cf. Hunston, 2002). Transcription isn@& consuming activity; its total
duration includes a first listening to the givenrtimn of text, several runs of
repeated listening, preparing the written versibnthe given portion, its checking
with repeated listening again, and correctionif)eby the primary transcriber or by
another person.

The aim of the present paper is to provide an dhiction to the development,
results, and research possibilities of BEA, a spokenguage database being
developed at the Phonetics Department of the Rasdastitute for Linguistics of
the Hungarian Academy of Sciences. This is the fixsngarian database of its kind
in the sense that it involves many speakers, a l&ge amount of spontaneous
speech material, with its transcripts and annatatiof various levels, whose
recording conditions are permanent and of studadityu This structured collection
of speech materials and their annotations makestén search and the tabulation of
data possible.

2 The development of the BEA database

Phonetic analyses in the strict sense, and linguasialyses of a looser kind, that
is, a multi-aspect research on spontaneous speeie it necessary to develop a
multifunctional database that can serve as a lasiboth theoretical and applied
studies. On the basis of experiences with existtogpora and databases, the
development of BEA began in 2007. The long-term wi&s recording speech from
500 speakers with gender and age proportions dsawdevel of schooling being
represented in a balanced manner. In designingctiments (protocols) of the
database we took the needs of the above reseagels arto consideration, we
applied the most up-to-date recording techniquedabhe when the data collection
was started, and observed sociological factoremeesextent (although this was not
a primary consideration). At the same time, wetathdevising the transcription
strategies and methods of data search to be madalde. The long-term aim here
Is to provide a fully annotated and structured spegatabase. (In the development
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of this database, the requirements of “Ethical Raguns of Experimental Research
in Linguistics Involving Human Subjects” of the Rasch Institute for Linguistics
of the Hungarian Academy of Sciences have beettlgtabserved in all respects.)

At the time of writing, the total recorded materdIBEA is 260 hours, meaning
approximately 3,300,000 running words. The shorestrding lasts 24 minutes and
27 seconds, the duration of the longest is 2 hd#aninutes and 47 seconds; the
average length is 52 minutes. Two recordings angdo than 2 hours while 4 of
them shorter than half an hour. There majorityh&inm appear between 40 and 60
minutes (Figure 1).
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Figure 1.Various durations of recorded speech samplespaaker

2.1 The recording protocol of the BEA database

The database primarily contains spontaneous speatdrials, but for the sake of
comparisons, it also includes sentence repetitamd read texts. The protocol
consists of six modules, labeled narrative, opinimrécis, conversation, sentence
repetition, and reading. Various types of spontasespeech are recorded with each
of the subjects. 1. Narratives are about the stibjéfe, family, job, and hobbies;
they are more or less continuous monologues. 2niQE (that are mainly
narratives, too) are requested about a topic ofentirinterest, provided by the
interviewer. The topics include getting one’s drigdicense, zero tolerance to the
consumption of alcohol while driving, prospectiveicp increases, marriage
contract, climate change, violence against teachefic in Budapest, home birth,
online vs. traditional libraries, animal protectitaws, small children’s use of cell
phones, reading habits, mountains of debt, no amgaki public places, fat tax. The
interviewer tries to make sure that the subjecakpdluently for as long as possible,
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but this communicative situation requires that ithterviewer also makes a point
every now and then; hence dialogue-like situatimay also arise. (The interviewer
invariably tries to assume a standpoint that isospp to that of the subject.) 3.
Précis (summary of content) is in fact directednégoeous speech. The subject
hears a recorded text and then s/he has to sunamiggsizontent in his/her own
words. One of the texts is a short item of popataence (174 words; 1 minute and
37 seconds), the other one is a funny story (27@lsyd@ minutes and 5 seconds);
both were recorded with an average female spedkédn.the conversation module,
there are three participants: the subject, thenieer, and a third person. The
topics vary, but invariably concern everyday lifeey have to differ from that of the
opinion module of the same subject. Some convers#ébpics are: New Year's Eve,
wedding experiences, job hunt, drug cultivatioroie’s home, Easter, marriage vs.
cohabitation, secondary school final exams, sumhwidays, preparations for
Christmas, gas crisis in Europe, school violenegpkng pets in an apartment, the
effect of economic crisis on culture, subway carion, legalization of light drugs,
theatrical life, students’ rights, women’s carednsnging up children, cycling as a
form of traffic, concerts, the value of a univeysiegree, etc. Topics for the opinion
and conversation modules are selected by the iateev in accordance with the
subject’s age, job, and area of interest (basedhennarrative module). 5. The
material for the sentence repetition module cossidst 25 simple or compound
sentences (e.dA farsangi balban mindenkinek szép jelmeze Wiltthe carnival
dance, everyone wore nice fancy dresses’). Theeseatis read out by the
interviewer, and the subject has to repeat it imatety after a single hearing. (If
the repetition is unsuccessful, the sentence magdn again by the interviewer.) 6.
According to the protocol, the subject finally reavo texts aloud. One of them
consists of the 25 sentences that the subjectchezpeat earlier, the other one is an
article taken from popular science.

2.2 Recording conditions

Recordings are invariably made in the same roonteundentical technical
conditions: in the sound-proof booth of the PhagetDepartment, specially
designed for the purpose. The size of the room ¢oonting the sound damping
layer on the walls) is 340x210x300 cm. The degifegoand damping as compared
to the outside environment is 35 dB at 50 Hz, arsdb dB above 250 Hz. The walls
of the room are provided with a sound-absorbingedajn order to avoid
reverberation. The way to the corridor is closed dmyble doors, with 30 cm
distance in between; both doors can be opened lasddcseparately and are of a
sound damping quality. The inner door has speaaeninsulation. The recording
microphone is AT4040. Recording is made digitatlirect to the computer, with
GoldWave sound editing software, with sampling 4tl4dkHz (storage: 16 bits, 86
kbytes/s, mono). The total size of recordings asent amounts to 71 GB; they are
archived also on DVDs and on six external HDDs9%% of all recordings, the
interviewer was the same young woman. The thirtigigant of conversations was
a young man or a young woman (researchers of thartieent).
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3 Subjects

The number of subjects at present is 280; theyalhirmonolingual adults from
Budapest, not one of them reported any hearingagss. At the moment, materials
from 168 female and 112 male speakers are avail@bkgbr ages range between 20
and 90 years (Figure 2). In the future, as alreaoled, we will aim at a more
balanced representation of age groups.
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Figure 2 The distribution of BEA speakers by age

The recordings are anonymized (the speakers aem giodes); they can be polled
without identifying the given speaker. For eachording, the following data are
documented: the subject’s age, schooling, jobustgheight), weight, whether s/he
is a smoker, and the topics of the spontaneouskpredules. Of the current group
of subjects, 51 are smokers, 4 are ex-smokers P&%d are non-smokers). 10
subjects completed™8grade, 117 completed T2grade (have taken secondary
school final exams), 2 subjects have vocational rekeyg and 161 have
college/university degrees. Their jobs are extrgmalied, including the following:
district nurse, engineer, teacher, cleaner, teachahildren with disabilities, car
mechanic, stoker, actor, office worker, paramedlityersity student, media worker,
payroll clerk, singer, housewife, organ builderyilciservant, tailor, physician,
information specialist, store man, unemployed persaretaker, economist, graphic
artist, lifeguard, welder, delivery-man, priest, rdgn builder, poker player,
scriptwriter, tile stove builder, nurse, game depet, real estate broker, etc.

The speaker’s height and weight may be more or dixsely related to his/her
speech (‘stature harmony’, see Gosy, 1999). In damglied) research and practical
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applications (e.g. forensic phonetics), the estititalf weight and stature may be
important (Figure 3).
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Figure 3.The distribution of BEA speakers by body weighd &y stature

4 Transcription and annotation
The transcription of BEA materials is done at salévels. This fact makes it

possible for the researcher to choose the mosaldeitevel and use it in her/his

57



work. Transcripts of the various levels furthermalow for gradualness from
cursory overview to detailed annotation. At presetite following types of
transcripts serve linguistic research and speatintdogy purposes.

1. Primary transcription in orthography but with@uinctuation. Transcribers use
Microsoft Office Word (.doc format). The particigarare uniformly abbreviated as
A (subject), T1 (interviewer and first conversatjmartner), T2 (second conversation
partner). According to the transcription regulaidsee Gyarmathy and Neuberger,
2011), only proper names are capitalized, whilenphgena that might be important
in later phases are marked: disfluencies (boldysiofogical and other nonverbal
noises like laughter (exclamation mark), as well sggeaking simultaneously
(parentheses). The transcription uses embolderongalf nonstandard/erroneous
forms; if the speaker does not add any correctiom transcriber adds the expected
form in square bracket®rzezziKeérezzik] magunkat'we have a grood [good]
time’. Disfluency phenomena are uniformly markeehdthening by doubling the
given letter, hesitations (filled pauses) by trijgders (e.gb66 ‘er’, mmm‘mmm’),
and pauses, when perceived, by square marksapd non-verbal sounds by
exclamation marks (!). All disfluency phenomena amitten in bold letters. The
transcription manual includes rules for transcigbimords that occur as colloquially
used but not in their dictionary form (easszeninstead ofazt hiszeml think’),
foreignisms, abbreviations, acronyms, and formst ttiee transcriber finds
unintelligible (enclosed between **) (see Figure Zyanscriptions furthermore
include duration data for the whole recording and éach module separately.
Approximately 63% of the BEA database has so faenbgrovided with
accompanying primary transcripts.

az azt figyeltem meg hogy ! hogy akiko mondjuk igy vezetgetneddo
71 666 egy-egy pohar alkohollal azok nem nagyon tudjakétiei az egys
[sOrt] egy pohéar sort hanem akkor betesznek meléy rkét unikumot
[unicumot] meg ! harom poh&66 izé mmm ] mit tudom énmmm [
kiralyvizet ésakkor ! akkor az mar nagyon és

‘I I noticed that ! that people wher say tend to drive their caes [ er
with a glass of alcohol or two they cannot easibpswvith oneb [beer] one
glass of beer but they add two shots of Unicum latitee glasses afr
whatsit mmm [ how should | saynmm [J agua regia anthen ! then that
is very strong indeed’

Figure 4.Sample fragment of conversation in primary traipsiom

Primary transcriptions have advantages and disaages. It is a good thing that
the whole protocol can be included in a single fler speaker), and thus words,
word boundaries, nonverbal phenomena, etc. caly émssearched (automatically)
in the transcript. What is not so good is thattthescript is difficult to synchronize
with the sound material: it takes some time andespractice.
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2. Annotation. This form of transcription is a kid visual display of spoken
texts and some further pieces of information relatethem in a way that the written
text and the actual recording can be displayedfieti to simultaneously. This is
made possible by software like Praat and TranscrPeat is a complex acoustic
signal processor, making annotation possible anothgr functions (Boersma and
Weenink, 2011). The Transcriber program has beeatifsgally developed for
segmenting, labeling and transcribing spoken tésde trans.sourceforge.net). Both
programs have a user-friendly graphic interface @amluse a number of platforms
(Windows, Unix) (see Allwood et al.,, 2003; Weiss2003). As these are both
English-language software programs, the controifeerface (as well as the
automatic labels in the case of Transcriber) ampear English. By default,
transcribed texts can be stored and managed ImektGrid data files in Praat, and
.trs files in Transcriber.

In Praat, phrases are defined as portions of spbethkeen silent pauses (the
latter identified by perceptual and visual inforiagj. In addition, turns (turn taking
and turn yielding), background channel signals tnedvarious types of pauses are
also indicated. Transcription is primarily donearthography without punctuation.
Several types of annotation can be displayed iatRfar an example see Figure 5).
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meg szerintem ez is olyan
hogyha ennyi mar csak a
szilés hat akkor ki az aki szilni akar

(( hat de ez axo méar
kiszedték a pénzt b#e ))

Figure 5. Sample annotation in Praat (the spectrogram shibevspeech fragment

ték a pénzt béle meg szerintem ez is olyan hogy ‘took the monatyamd | think
this is again so that’)

The vertical lines shown are segment boundarieg §dund level annotation
occasionally uses capital letters (e.g. S stand§ffp this follows from the use of
the automatic segmentation program (MAUS, cf. Bggimand Schiel 2000). Cases
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of simultaneous speech, as well as unintelligibldardly intelligible portions, are
indicated by double parentheses. Some 10% of tterdimgs of the BEA database
have been annotated so far in Praat; ten intervaaerdabeled at the phrase, word,
and sound levels.

The Transcriber program allows for the segmentatatveling and description of
speech, especially for speech technology applicati®he sound material and the
written text can both be simultaneously made wsiahd audible here, too. The
software supports several types of audio files, (\aav, .snd). Transcriber is also
suitable for the automatic labeling of silent padeesitations, as well as of other,
non-speech vocalizations (e.g., coughing, laugharmg other noises) (Figure 6).
Segmentation is done in terms of phrases, withr theundaries located at the
middle of the silent pause between two phrases|éhgth of silent pauses is not
shown but those thought to be longer than usuainalieated by the label [sil], cf.
Gyarmathy and Neuberger, 2011). When the soundsfilgened, the bottom of the
display shows the oscillogram with single-level datg below it (this is where
vertical lines indicate segment boundaries) andudase for typing in texts
(indicating speakers, topics, etc.) above it (ogoup most of the screen). In
Transcriber, labeling is done in orthography; butsbme cases (e.g. acronyms,
foreign words, or old family names) pronunciati@ande indicated, too. At present,
40% of all BEA recordings are annotated in Trardmari There is about 5% overlap
between the annotated speech samples of Praatranscriber.

Transcriber 1.5.1 @@

File Edt Signal Seomentation Options Help

hétwégén a gyerekek a Bakonyba mennek kirdndulni

hétwégén a gysrsksk a Bakonyba mennsk kirdndulni

[breath]

a gyermekek bukfencezni is megtanulnak testnevelés Srén

| a gyermekek bukfencezni is megtanulnak +testnewelési Gran
[breath] nem lehet eléggé hangsilyozni a tilzdsba vitt napozas weszélyét

nem lehet aléggé hangstlyozni a tulzadsba vitt napozas +eredményét

veszélyést [mhm] [breath]
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Figure 6.User’s interface of Transcriber
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RESEARCH DEPARTMENT OF SPEECH, HEARING AND
PHONETIC SCIENCES, UCL
http://www.ucl.ac.uk/psychlangsci/research/speech

1 The department and its location

Phonetics and Speech Science at University Collegelon (UCL) is based in
the Research Department of Speech, Hearing andeRbo8ciences (SHaPS)
(http://mww.ucl.ac.uk/psychlangsci/research/speech). This group is one of the largest in
the field in the UK, and is part of a thriving raseh community with close links to
many other departments and institutes within UQ@ic|uding particularly the UCL
Ear Institute and the Institute of Cognitive Newieace. At the time of writing the
department has 8 academic staff and 7 post-doatesabrchers. The department is
part of the Division of Psychology and Languagee8ces, which brings together
researchers in a range of disciplines such as tognineuroscience, education,
communication, medicine, and health, as well asptics and linguistics, within
UCL'’s Faculty of Brain Sciences.

The present grouping was created in 2008 when theer department of
Phonetics and Linguistics was relocated along$idddrmer department of Human
Communication in Chandler House, about 1 km eash fthe main UCL campus.
The Victorian building, once the site of the Rolate Hospital Medical School for
Women, was refurbished with an investment of £18Nhause state-of-art research
and teaching facilities for Language Sciences dnfie¢ floors, including the
Language and Speech Sciences Library (LaSS), vikibbth a branch of the main
UCL library and also the National Information Centor Speech-language Therapy
(NICeST), holding a unique specialist collectionneéterials in the field of human
communication and its disorders, covering language languages (written, spoken
and signed), linguistics, phonetics, psychologycs education, speech science
and voice.

Teaching facilities within Chandler House includetlecture theatres, each with
a capacity of 90, three large teaching rooms sgatih to 60, a 12-workstation
computer cluster room, eight smaller meeting orisamrooms, five rooms of a
working speech-language therapy clinic, and a Tiegchaboratory suitable for
groups of up to 40 students, with 18 computer watiens.

2 Research facilities and equipment

A dedicated ground floor laboratory is available fark with children, forming
the UCL Infant and Child Language (ICL) Researcht@e while the basement
houses the main Research Laboratory for phonetidspeech science, upon which
approaching half a million pounds was invested mturthe refurbishment. It
provides seven double-walled air-conditioned listgfrecording rooms with
ambient noise levels below the threshold of hearialj are large enough to
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accommodate 2-3 people, one being rather largeregipped for audio-visual
recording. One room is additionally constructecaaselectrically and magnetically
shielded Faraday cage to allow the measuremenrgrgflow level electrical signals
reflecting neural activity. The seven rooms arelned from a lobby which houses
ancillary equipment and services, and equipmemageand workshop facilities are
nearby, together with a kitchen, and a waiting do¥asubjects. There are patch
panels to each of the rooms for audio, video, campunetwork and other data; a
dedicated server is located in the building.

|

Figure 1.In the lobby of the Research Laboratory, givingess to the seven sound-
treated listening/recording rooms

High-quality microphones are available for audiocargling, generally
accomplished by direct digital capture to the neked computers. The shielded
room houses a 64-electrode EEG (Electroencephalograand ABR (Auditory
Brainstem Response) facility installed in 2012. &al UCL-developed
Laryngographs® are available for electro-glottofmepecording (commonly made
as a second channel along with speech), while #aefing Laboratory separately
has some 15 Laryngograph units. Though the mainsfof work has recently been
on speech perception rather than production, therddory is also equipped for
aerodynamic studies, using Rothenberg masks anusduwaers from Glottal
Enterprises, and for accelerometric studies oflitgsa
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Figure 2. Inside one of the recording rooms. The experinremse using a
Rothenberg mask to gather airflow data. On the Ibeme a portable Laryngograph,
calibration equipment for the airflow unit, and & Rdapted for multi-channel
acquisition.

In addition to the Research Laboratory at Chandlmuse, the department retains
the use of an Anechoic Chamber adjacent to the |[woation of the department in
Gordon Square. This was originally completed in8,%hd has subsequently been
refurbished to even higher standards of performamreviding a recording
environment with very low ambient noise and refiecsound. The ambient sound
pressure is below the threshold of hearing, anérb®ration is controlled so that
free-field conditions exist above 90Hz. The chambesquipped with a Bruel and
Kjaer 2231 Sound Level Meter and various recordiygfems. Signals are routed to
an adjacent control room. This facility is made ikm@e for hire by outside
agencies.

3 Students and courses

The Research Department of Speech, Hearing andeRbdciences currently
has 16 PhD students, and a dedicated SHaPS PhD nwork with individual
workstations is provided on the third floor; resdastudents attached to the other
Language Sciences research departments have shaidities elsewhere in the
building. The speech research facilities and teschre also relevant to a range of
postgraduate and undergraduate programmes. Cdoctede an MSc in Language
Sciences with specialisation in Speech and HeaBagnces, MRes in Speech,
Language and Cognition, a long-established MA Ptiocgsieand the clinical MSc in
Speech and Language Sciences, offering trainirgpéech and language pathology
and therapy. Phonetics is also an important comgponé the BA Linguistics.
Almost all Language Sciences teaching takes pla&handler House.

4 Research projects

Current SHaPS research foci are exemplified byappended list of selected
publications from 2011 and 2012. They include spegerception by learners of
English (lverson, Hazan) and by users of cochieatants (Faulkner, Rosen); voice
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transformation in therapy for schizophrenia (Hud&yathe adaptability of talkers to
noisy and distorting communication channels (Hazaent change in English
(Evans); models of the production and perceptiomtmation and tone (Xu). The
department is a partner in a Marie Curie trainiagvork INSPIRE (2012-2016) that
supports PhD and post-doctoral training addresiagerception of speech in non-
optimal environments. Other funding comes fromNtealical Research Council, the
Economic and Social Science Research Council, tieHdme Office, and from
three charities, the Wellcome Trust, Action on Heatoss and Deafness Research
UK.

5 Publications

A complete listing of research publications fronegent members of the research
department, covering more than 30 years, is avaikb
http://www.ucl.ac.uk/psychlangsci/research/speech/Research-Publications.

A number of book-length treatments have been prediuaver the years by
members of the department. Two of these are widelgpted teaching texts at
present:Signals and Systemtsy Rosen and Howell (second edition 2011) and
Introducing Phonetic Sciendsy Ashby and Maidment (2005).

For much of the twentieth century, the IPA was ansd by an executive and
administrative hub at UCL, where its journal Maitre phonétiquélater Journal of
the International Phonetic AssociatiodlPA) and other publications, such as the
chart of the alphabet itself, were produced anttidiged. The journaLanguage
and Speechwvas started in the department in 1958; both thatnal and JIPA are
now refereed journals produced by commercial phéfs.

6 Software and resources

The department makes available the Speech FilirgjeBy a free computing
environment for PCs for conducting research intorthture of speech. It comprises
software tools, file and data formats, subroutinieraties, graphics, special
programming languages and tutorial documentatiomerforms standard operations
such as acquisition, replay, display and labellisgectrographic and formant
analysis and fundamental frequency estimationortes with a large body of ready
made tools for signal processing, synthesis andgrétion, as well as support for
custom software development. SFS began as a tadtett for a large UK
collaborative research project in 1987 (Alvey). S®&s initiated by by Mark
Huckvale at UCL and has been maintained and degdlbg him continuously since
that time. The department has for many years meaiéable information on the use
of phonetic symbols in computers, including the elegment of the SAMPA
alphabet and the distribution of special fonts. WMihe almost universal use of
Unicode, the department provides a freely-downlbseldUnicode keyboard for
Windows. SFS and many other resources can be ebdtairfrom
http:/iwww.ucl.ac.uk/psychlangsci/research/speech/resources, while recorded material
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from the department, such as a CD of “Sounds ofl#€, is sold via an online
shop 6ttp://iwww.phon.ucl.ac.uk/shop/).

The department also hosts and maintains the webpafehe International
Phonetic Associationhifp://www.langsci.ucl.ac.uk/ipa/) and the proceedings of PTLC
(Phonetics Teaching and Learning Conferenoa://imww.phon.ucl.ac.uk/ptic/) a
biennial international conference which takes pktcgCL.

7 Origin of the modern laboratory

From 1972 until its move to Chandler House in 200& Phonetics/Speech
Science Laboratory was primarily in Wolfson Houseyewly-built annex a little to
the north of the main UCL campus. This was a peoiidtense development of the
department’s experimental facilities; the two-rot@horatory and anechoic room in
the department’'s original home at 21 Gordon Sqweeee now extended by a
purpose-designed air-conditioned ensemble comgrisfour doubly-isolated
recording rooms, ten listening booths, a large fatooy equipped with in-house
designed speech science teaching equipment, tbreputer/experimental rooms, a
workshop, small library, seven staff office roormsmall kitchen, a Common Room
with kitchen area and two rooms for secretaries,oal the ground floor.The
basement housed a large lecture theatre and aatidlistore-room. Funding came
from the Wolfson Foundation, the Department of Heand from UCL investment
in the Phonetics and Linguistics Department’s dtiitie in the introduction of a new
clinical BSc Speech Sciences degree, BSc SpeecimBpitation, and the MSc in
Speech and Hearing Sciences and also from a s&riesccessful external grant
applications.

The laboratory was also very active in researchvaasl, for example: a pioneer
with Cambridge University and Guy’s Hospital in @l®-cochlear stimulation
research with MRC programme grant support. A megmtributor to the UK Alvey
Spoken Language Engineering initiative in the m@®ds; and the Coordinator of
the EU flagship Speech Assessment Methods (SAMggranvolving 26 Phonetics
and Speech Science laboratories in eight Europeamtries. This put the
department to the fore in Europe and fostered denable international
collaboration and exchange. Research for some ywamdcessful PhD theses was
completed, leading to the definition of a numbercofrent research themes. The
holders of some current senior research and tegqgiosts joined over this time:
Stuart Rosen, Professor of Speech and Hearing &gi¢oined the department in
1977, initially to work on the cochlear implant jgct, Valerie Hazan, Professor in
Speech Sciences and formerly Head of Departmente ¢a 1980, and worked in
the SAM consortium; Andrew Faulkner, currently HezfdDepartment, joined in
1989, worked on and then led a series of UK andpEtjects on hearing aids to
support lipreading, while Mark Huckvale pioneerbd Bpeech Pattern Audiometry
research and initiated the MSc in Hearing and Sp&eences.

From 1961 to 1972 the department’s laboratory itésl were in Gordon Square
and this period saw: the first modernisation of #weechoic room, and the
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construction, above it, of a speech science laboratneumatically isolated to curb
the transmission of vibration; the introductiontbg first flexible speech formant
synthesis control system, copied by KTH (Kungligekiliska Hogskolan) in

Sweden and Bell Laboratories in the USA and useddwernment and university
laboratories elsewhere in the UK (see Figure 6), alor example, the first

irrefutable experimental demonstration of the exise of central neuro-temporal
pitch processing (Fourcin 1970); the invention gitbnetic application of the

Laryngograph (now in worldwide application) for tarage research, deaf voice
training, voice therapy/pathology and the assodiateéroduction of quantitative

voice analysis based on connected speech (FourdiAlaberton, 1971).

From 1961 until 1992, Adrian Fourcin, ProfessoEaperimental Phonetics, was
the Head of the Phonetics/Speech Sciences Labgratarinterview in which he
describes aspects of his training and early carean be read here:
http://americanhistory.si.edu/archives/speechsynthesis/ss_four.htm.

Figure 4. Interactive speech perception
) testing in the mid-1990s at Wolfson
Figure 3. For more than 40 yearsouse (valerie Hazan and subject),
acoustics teaching has included hands-%ing formant synthesis and a touch
lab practicals for every participant, withgensitive response box—before the
specially-developed ~apparatus. Herggyent of touch sensitive computer
Speech Sciences students are introducggleens. Two spectrographs can be
to the essential nature of formants béﬂimpsed in the background, on the left

measuring the characteristics of aPoyde’s real-time and on the right the
acoustic resonator. After confirming thagj,ym of a Kay mechanical scanner.

the same laws govern mechanical,
acoustic and electrical resonators,
students are led to understand the use of
electrical resonators in signal analysis.

8 History: the first fifty years
The history of phonetics at UCL extends back mbemta century. Daniel Jones
(1881-1964), who was to become Britain's first pssdor of phonetics, began
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lecturing at UCL in 1907. His career, and the depmient of the department he
created, are documented in Collins and Mees (18§)erimental work began from
around 1912 with the appointment of Stephen Joh882(1942) who became the
first superintendent of the laboratory (the two ek®s were unrelated). The
laboratory techniques of his day included statia}{photography (Jones, S., 1929),
indirect palatography, the use of sensitive flanasssound detectors, and the
measurement of voicing and duration by means ofk§fmograph. Stephen Jones
supervised the construction of a kymograph withuansually large electrically-
driven drum, facilitating accurate measurementsspéech sound duration and
fundamental frequency, and the design was putgrdduction by the firm of C. F.
Palmer, and purchased for installation in otheotatories around the world (Figure
5). Film from 1928, showing Stephen Jones operatikgmograph of this type, has
recently been discovered and restored (Ashby, 20ah{ can be seen at:
http://youtu.be/cXp7jfgRNVA.

THE PHONETIC KYMOGRAPH.

FOR GRAPHICALLY RECORDING SPEECH.

ing points, and the m
» the nature ¢
I

Fia. 2. A 291. A 292

N.B.—Th

ces Fig 1, ete., refer to the illustrations, while the numbe:
be quoted when ordering.

Figure 5.A page from the 1932 catalogue of C.F. Palmer,, Istidowing the large
horizontal kymograph developed by Stephen Jonekssame of its accessories.
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UCL hosted the second International Congress ofmé@tim Sciences in 1935
(Jones and Fry 1936), and though the departmentofatiis stage become pre-
eminent in the world, the basement laboratory ragthrelatively modest, serving a
subordinate role to linguistic phonetic investigas.

Stephen Jones was succeeded as superintendeng dtdbibratory in 1937 by
D. B. Fry (1907-1983) who additionally became He&department in 1949 when
Daniel Jones retired, and Professor of Experimepkalnetics in 1958. He is best
known for his widely cited experimental work on {herception of stress in English
words, which showed that duration and pitch arehmmore powerful cues to stress
than loudness. Fry recruited an engineer, Pet®&dbes (1920-1996), who worked
in the department over the period 1946-1961, tosiags the energetic postwar
expansion of experimental facilities and in theck#ag of experimental phonetics.
Fry and Denes worked together on the design andtumtion of a speech
recognizer realized in analogue hardware, which dradinlimited vocabulary and
incorporated “linguistic knowledge” in the form phoneme transition probabilities.
It can be seen in operation in a film which wasvemat the fourth ICPhS in
Helsinki in 1961, now available afttp://youtu.be/9IKf3Dm_pJA

Both Fry and Denes were effective teachers, andh Ippbduced successful
foundation-level textbooks drawing on their expece Denes was the co-author
(with Pinson) of the popular bodkhe Speech Chapublished in 1963, shortly after
he left UCL for Bell Laboratories, while after histirement in 1975, Fry found time
to write The Physics of Spee1n79).

Figure 6.Hardware from the 1960s. In the interregnum betweaechanical devices
and computers, hybrid electronic equipment was dise@xperiments. The multi-
function potentiometric speech synthesiser comrelfamiliarly known as the
“mangle”—employed conducting ink tracks drawn ofiexible printed circuit belt

(Fourcin 1960). It was devised by A. J. Fourcin aledeloped collaboratively at
UCL and the Signals Research and Development Estaiént (SRDE). This
example, one of nine made, is now in the SmithsoMaseum in Washington DC;
another is in the Science Museum in London.
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9 Links with linguistic phonetics and practical training

Through most of its history the laboratory was ar@nious part of a department,
which also placed great emphasis on linguistic pliordescription and on practical
training in sound recognition and production. Maolfy the department’'s most
celebrated members, such as Daniel Jones himsaib)dHPalmer, J. R. Firth, A. C.
Gimson, J. D. O'Connor and J. C. Wells, were ndtnarily experimentalists,
though all were ready to accord a place for measem¢ alongside the findings of
the trained ear. It was also taken for granted thase working in the laboratory
should have a good practical training and be thghbyufamiliar with phonetic
symbols and classification. Practical phoneticnirag remains a vital component of
such programmes as the (clinical) MSc in Languagerses, and the MA
Phonetics. A number of pedagogical initiatives hagaght to bring the phonetics
laboratory into the practical phonetics classrooemforcing the training of skill
with immediate acoustic analysis of teachers’ andlents’ productions (Ashby
2008).
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Abstract

Singing at a very high pitch is associated with alotract adjustments in
professional western operatic singing. Howeverpfiyet there is an inadequate
amount of data available on the extent of the attrsinsformation the Hungarian
vowels undergo during singing. The author’s purpiede evaluate the acoustic and
articulatory changes of Hungarian vowel qualitigsg examine the effect of these
changes on the intelligibility of sounds, which Immé yet been done for Hungarian.
The paper contains a brief summary of formerly dbed tendencies for other
languages and data for Hungarian from pilot studaesied out by the author with
an adult soprano’s and a child’s sung vowels.

1 Theoretical introduction and questions

High-pitched singing in the western operatic sty@amands special articulatory
movements and therefore is a specific object oflyasita Possible vocal tract
adjustments one uses while singing have already exiensively described, but the
effect of these modifications on the acoustic donad the perception of sounds
can differ considerably from language to languageetiding on the vowel system.
Moreover, characteristics and registers of the higbal range are less studied,
because of its dependence on different technigndstraining methods. Thus the
aim of the research reported here is to investitfaeeffect of the articulation of
singing on the Hungarian vowels, a, ¢, e, i, o, &, w;, y/ on production and
perception as well. Assuming that singing and sp@an be understood with equal
ease, the operatic tradition does not have thdipeaof subtitling the performances
played in the language of the audience (WatsonQR@onsequently, our research
by proving increased difficulty in percieving thdgh-pitched sung language
elements, might point out the necessary chandgeoptactice.

There is some agreement, that in speech, the voavelbe characterised by its
first two formants (E F,) (Peterson and Barney, 1952), and these can alsocoe
to their perception (Gésy, 1987; Neary, 1989). Ehessonances in adult speech
normally lie far above the speaker’'s fundamentdjfiency (f), but in high-pitched
singing, the § is often raised above the average value,dbFoccasionally even the
F,). In this case, maintaining the normal vowel-dejsm values of Fwould not
only change the timbre required for the westermratpestyle, but the singer should
use greater vocal effort (along with unhealthy @tmm) to provide the necessary
loudness as well. To avoid producing weak sourgd ipsing timbre and loudness),
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when f, exceeds Ftrained singers starts to tunge(Fe. adjust the first resonance of
the vocal tract) to the value of the raised fundatale(Sundberg, 1989; Garnier et
al., 2010), therefore enhancing the amplitude, oAt high pitch this tuning can be
described linearly (where f, tuning is controlled by jaw movement indirectligut

in lower ranges it can only be described by momapiex nonlinear coupling effects
(i.e. impedance-matching) (see Titze and Worlep920

In general at high pitch,;Fean be tuned by lowering the jaw and unroundirgg th
lips (Sundberg, 1969). The position of the laryaxalso changed with ascending
pitch, but the direction and the nature of its moeat seem to have great variability
across singers. According to Sundberg (1969), drgcal position of the larynx in
singing is (broadly speaking) inversely proportiotmapitch. Hurme and Sonninen
(1995) later described four basic movement stratetiiat can be observed in female
and male singers: the larynx can be pulled in aradterior-superior (up and
forward), 2) posterior-superior (up and backwardj, an 3) inferior (down)
direction, but it also can have a 4) complex, Agging route while raisingo.f
Hurme and Sonninen also showed that the cartilagdghe hyoid bone can change
their “textbook” position to extreme constellatiofie. the hyoid bone can move in
a quite anterior-inferior position to the fronttbe thyroid cartilage).

The specific articulatory features resulting in fp@s of the vowel's formant
values, and the raised &ssociated with wider harmonic spacing (which mean
limited resolution on conveying the transfer fuantiof the vocal tract) have the
effect of reducing the acoustic vowel space witbeading pitch, and producing
acoustically similar vowel qualities at the higharcal range (Scotto di Carlo and
Germain, 1985; Dowd et al., 1998; Joliveau et 2004; Millhouse and Clermont,
2007; Wolfe et al., 2009). In addition, some reskalso implied that there seem to
be learned relationships betweegnaihd the formant frequencies, which support
human speech processing to distinguish vowel gesliso the changes in these
relations presumably distract the perceptual mashenin some extent (Assmann et
al., 2002). At the higher boundary of this tunimgaching a certain fat about 800—
900 Hz, although according to Watson's descrip(ip®09), it already happens at
698 Hz) singers tend to use a single canonicalgwigen) vocal tract shape while
producing all the vowels (Millhouse and Clermon®02; Bresch and Narayanan,
2010), therefore decreasing the distinction of atiouvowel space not only in
perception, but in production as well.

Three earlier studies regarding the perceptionhef high-pitched sung vowels
described the increasing number of errors in idieation with raising the
fundamental frequency of the singing voice. Gattfriand Chew (1986) revealed
that back vowels are more often misidentified tframt vowels, and the different
phonatory modes (so called “registers”) have anomamt effect on the perception
of the vowel sounds as well. According to Scott€drlo and Germain (1985), the
vowels not properly identified are mostly rounded aclosed, and are generally
confused with open and central ones, in partidulatollien et al. (2000) described
these tendencies of confusion as shifts towardseilowith higher I (which
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practically means a more opened configuration enatficulatory domain). Besides
the latter two papers, no data on tendencies ofsoccurring in misidentification
were presented. In any other investigations, theegust assumptions posed (based
on purely acoustic and articulatory data), implyitigat due to more open
articulation at high pitch, vowels appear as magreroin perception, too. However,
it is well-known from the literature that produgiiand perception have a non-trivial
relationship, and it is a matter of agreement #mgt supposition of this kind has to
be verified perceptually.

Nevertheless, the acoustic and percetputal teneterafi the changes of vowel
production presented above are highly language rdipe, since the vowel
inventory differs among languages. Thus, the pemdghis study is to examine the
acoustic and articulatory features of the productdthe singing voice for the first
time in Hungarian. The main questions are the Wahg: 1) Is it possible to
distinguish different vowel qualities in Hungariat a relatively high pitch? 2)
Which are the critical values of in the perception of sounds produced in the higher
ranges of the singing voice? 3) What are the tecidsrior indentification errors for
high-pitched sung vowels and what articluatory lgaokind can be hypothesized for
these confusions? 4) Which are the critical valoie in the formant tuning with
increasing the fundamental? 5) What happens todhels’ other formants during
singing?

The acoustics of children’s sung vowels are not Wedwn yet for any language,
but for Hungarian, even the acoustics of childregfseaking voice is under-
researched (see e.g. Gosy, 1984; Deme, 2012b). Howtbe short vocal folds and
the generally smaller vocal tract (therefore highedues of resonances and formants
of speaking voice) of children imply the suppositihat sung vowels and acoustic
vowel space behave differently (from adults) inithginging production (e.g.
because of high;Fno tuning is necessary in case/@f. Moreover, it is also not
clear what differences the lack of many years ahing can create with regard to
the energy of the spectral components of the ahidice (i.e. the vocal efficiency
or loudness). To examine these questions, a pildysvas carried out on an 8-year-
old girl's sung vowels. In the following sectionset results of these studies and
further questions are presented.

2 Pilot studies

In the ongoing work, three pilot studies have beanried out this far. In
Experiment 1, the formant frequency changes anid éfiect on speech processing
were analysed. Therefore acoustic analysis anapton tests were performed on 9
Hungarian vowels (which can be uttered with an moéel duration without
changing the vowel quality itself). Since the réswulere not entirely in agreement
with previous findings described for other languagthe effect of consonantal
context was tested in Experiment 2. Experiment 3 wapilot study regarding
formant tuning and vowel space reduction in a gdichild’s singing productions.
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2.1 Subjects, material and method

As it was demonstrated earlier, vowel identificatis better in consonantal
context (Strange and Verbrugge, 1976). On the dthad (with regard to singing),
high pitch can be achieved the most easily (whitéaricing”) while pronouncing
vowels in vowel-like (e.g. nasal) context (Keréry959). Therefore for Experiment
1, nonsense mvn utterances were recorded, where the vowels
/s, a, €, € i3, 01, 01, w, y/ IN @ nasal context were sung by a professionatasop
singer (age 50) at a comfortable loudness, at tdedg-statefvalues of 500, 550
and 650 Hz. For the acoustic analysis, the singgtken vowels ¢f~ 200 Hz) were
used as a reference. During the perception testsubjects’ (4 males, 6 females)
task was to listen to the presented sequencedillandhe blanks left for the vowel
between the given consonants on an answer sheetel¥an other consonantal
contexts were also recorded and presented asal@strstimuli. For analysis, 36
sequences were used (1 context x 9 vowels x 4 foad&l frequencies =).

Since in the first study, disagreements were fowitd the earlier demonstrated
confusion tendencies, the second experiment didnehide just nasals, but voiced
and unvoiced fricatived, 3/ were also recorded (imVn, sVs, z8/zs sequences) at
the fundamental values of 500, 550, 600, 650 Hz ianshbeech produced by the
singer from Experiment 1. The listeners (10 fematesnales) (after hearing the
whole stimulus) were asked to click on the vowelthographical symbol displayed
on the computer screen. For analysis, 270 sequemess used (3 context x 9
vowels x 5 fundamental frequencies x 2 repetitiohsin both cases, the listeners
were non-trained subjects, since we wanted to dstraie the case of an average
member of the opera audience.

In the third study, an 8-year-old girl's sung ammblen/a:, i, u/ vowels (inlV
context) and three folk songs were recorded. Thcjating child was attending
music school, and she was at the beginning ofraéring. ThelV sequences were
uttered in an ascending and descending scale &7 Hz) to F5 (698 Hz)For
the acoustic analysis, we recorded a 30-year-gidasm’s vowels for comparison. It
is an important thing to emphasize, that this tiemyally tempered musical notes
were used (and not just a scale with phisicallyidigtant frequencies with no regard
to musical conventions or hearing).

All of the recordings were carried out in a souedted room, and digitized at
44.1 kHz. The formants were determined by Fourisalysis (FFT) using Praat
(Boersma and WeeninR011)and Wavesurfer (Sjolander and Beskow, 2009) at the
middle of the vowel duration. Considering the diffities of estimating formant
frequencies from the output signal at high pitcle($' sec. 4 par.), it has to be

Y In this paper musical notes are reffered to byrtkenventional musical names according to the
Acoustical Society of America (Young, 1939). Toarlg distinguish between formant frequencies and
pitch values, we refer to formants by numbers gtein(e.g. k) and to musical notes with numbers of
normal size (e.g. F2).
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emphasized that the presented formant values neshButhese casean only refer

to the frequency of the enhanced harmonics (thsgiply lie in the bandwidth of the
corresponding formant), and may not be the centeth® formant in question.
(Similar restrictions are required when interprgtithe results of Hollien et al.,
2000) The listening tests were presented underdineses.

2.2 Results

2.2.1 Experiment 1

In Experiment 1 (Deme, 2012a), the results of thegption test showed a non-
monotonic yet descending trend for correct iderdifon percentages with
ascendingf(Fig. 1). This means there is a reduction of ligiglility proportional to
pitch. The cause of the sudden peak at 550 Hzti€lear yet, but it might be the
effect of the so-called “register transition”. Thegisters divide the tonal scale into
pitch intervals, which are produced with the sarhenatory mode, but at register
transitions,changes in phonation can be observiere(172008). It was revealed that
while the identification rate decays at the highgstion of a register, reaching the
next (upper) one (with more optimal phonatory posijt causes improvement in
maintaining vowel intelligibility (Scotto di Carland Germain, 1985). Thus, a drop
and jump in the identification rates can be theknwdra switch in production mode
while raising pitch. Since there is no acceptagleament on its acoustic properties,
the effect of transition cannot be analyzed diyeftthm objective acoustic data. One
way of assessing its presence can be perceptuedsassnt carried out with trained
listeners (singers, singing teachers), which iaqa to be done in the future.
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Figure 1Vowel and feature identification percentages in the function of
fundamental frequency.

2 Examples: along the [close] dimensiari is close, ¢/ is close-mid/s/ is open-mid/a:/
is open; along the [labial] dimensidsy and/u/ are labial/e:/ and/iv/ are non-labial.
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As it it seen in Fig.1 labiality is more resistamtpitch than tongue heigh(2) =
8.34; p = 0.02), which is inconsistent with data for Fren&cotto di Carlo and
Germain, 1985). It also can be seen that the ptrges of correct perception of the
feature [close] are much higher when the vowelsspeken or produced at the
lower fy values of singing (500 and 550 Hz). This findirsgniot surprising, as
numerous studies have already shown that jaw ogésimversely proportional to
fo (e.g. Sundberg, 1969, 1987; Austin, 2005; BresthMarayanan, 2010). That is,
the higher the(fis, the lower the tounge/jaw is positioned. Howevke types of
confusions, the vowel qualities involved, and tieecpntages of correct recognition
in detail practically show the opposite of the taloeady available descriptions as
demonstrated in Table 1 and Fig 2.

Table 1Percentages of correct identification per vowelfpadamental frequency.

f, Recognition percentages
ai o] O: ul [} y: € [SH 1
SPeech | 000 | 90%| 1009 95% 100% 10006 100% 100% 71%
(~200 Hz)
500 Hz 22% | 77% 62% 85% 4% 50% 73% 24% 90%
550 Hz | 100%| 71% 55% 43% 50% 71% 95% 6Q0% 58%
650 Hz 26% | 9%| 30% 43% 0% 65% 67% 38% 6%
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Figure 2. Confusions in vowel identification per fundamentedquency. Every
response for each stimulus was worth two judgem@otshe two features: [labial],
[close]).

Contrary to what was demonstrated by Scotto dicCand Germain (1985) and
Hollien et al. (2000), here at high pitch, the lghrecognition percentages were
measured at closey(, iv/) and open-mid/¢/) vowels, and the vowel with the widest
jaw opening f:/) could only maintain its intelligibility for a sriar extent (with a
high recognition rate at 550 Hz). At the higheshdamental, the recognition
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percentages of the feature [close] were 58.5%l&mes 22.7% for close-mid, 37.2%
for open-mid vowels and 26.1% for the opsh /

To analyze the subjects’ responses, confusion ceatrivere constructed: one
matrix per each fundamental frequency (for exarmspke Table 2.). As the matrices
show not only the number of confusions, but theesypf errors that occur as well,
this can be an efficient way of summing up the ltesu

Table 2.Example of a confusion matrix at the highest sfumglamental frequency
(fo = 650 Hz). Number of occurences of the stimulspomse pair is indicated in the
corresponding box of the matrix. For example: toeel [a:] was mistaken fop] 12
times, for[o:] twice, and fofu:] 3 times at 650 Hz.

Response
a o o|lw |e |y |€ e | i
a |6 |12 2| 3
) 2 7| 13
o: 3 6| 11
3
5 |w 9 319
g o 0|1 2 4| 15
Dy 15 5/ 3
€ 14| 3| 4
e: 1 9| 14
it 7| 14
Speech (fO ~ 200 Hz) f0 = 500 Hz
oo
4000
3500 g e, il 3500 | ®--rgrrre L.
3000 T e o Aea 3000 T
2500 ‘ e - F1 || 2500 ‘-'.._.. . A @ F1
2000 o PR A F2 | | 2000 AT T e F2
1500 4, g o 1500 -
1000 1Sy O F3 11000 | Aeeeeernroiernenk o F3
ooy Y LT . 500 - B g PP oMoy -
0 —————— 0 —_—
[a] [o] [o:] [w] [e] [y:] [e] [e] [it] [a:] [d] [o:] [w] [e:] [y:] [e] [e:] [it]
fO0 =550 Hz f0 = 650 Hz
4500 4500
4000 . . 4000
2500 CYRIRY o e F1 2500 A - o F1
2000 b eaeF2 | 2000 R S P =
1500 P3| 1800 g o F3
0 —— 0 ——
[a:] [o] [o:] [w] [e] [y:] [e] [e] [ii] [a] [o] [o:] [w] [e] [y:] [e] [e:] [i]

Figure 3.Measured first three formant frequencies of eachelger fundamental
frequency.
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Despite the assumption, that the singer tendstimukate close and labial vowels
as more open and non-labial with increasing pitbh, greatest proportion of error
types in perception seems to be somewhat the dppo®t properly perceived
vowels tended to be indentified as more closed dgun particular as:/ (27% out
of the total number of mistaken vowels) (Fig. 2heTsecond most frequent vowel in
the hierarchy of mistakes was (16%), which might be a language or speaker
specific articulatory feature of singing but stileets the expectation for vowel
production with opened jaw. But as the most claseel, /i:/ cannot fit the notion of
earlier demonstrated articulation tendencies invaay.

In agreement with previous studies, the acoustie. (frequency structure)
differences of distinct vowel qualities are redueéth ascending pitch (Fig. 3). As
the { reaches the average value gfthe F can not be distinguished from the raised
pitch any more; this becomes common through theleviiowel spectrurh (For
certain cases (e.g. in the case=f the tuning seems to begin before thevbuld
exceed the vowel's F Since, the first spectral maxima and thedincideon the
vowel’'s spectrum at any sung pitch, it can be asslrthat the singer tends to shift
F; to match §as expected. This tuning implies increase of thegaening with § on
the articulatory domain. However, the effect of mapen articulation was not
found in the results of the perception test.

It seems that at the higher sung, f» still remains as a cue for vowel frontness,
that is, the back—front distinction seems to be thest resistant of all the
articulatory and acoustic changes the vowels urdeXgt finding any example of
back—front confusions in identifying the vowelstla¢ examined,fscale confirms
this observation. (Note that according to the calattteory, the Sgoccuring at
about 1400-1600 Hz for adult speakers is a nasephrator for this feature. [see
Stevens 1989 and Section 3 of the recent paper.)

As hypothesized, reduction and a categorical sbvftards the vowel quality of
[a:] can be observed on the acoustic vowel space &tomgiof the most spaced
vowels/a;, i:, w/ in FxF, domain) (Fig. 4).

Considering the remarkable decay in acoustic vaifédrentiation with
ascending pitch, the low recognition percentageowdrall vowel identification
(38%) at the highest pitch is not surprising. Hoarevthe appearance of the most
dominant type of error (mistakes fay, 27%) are not sufficiently supported by the
acoustics. (As for the back vowels the high peagatof confusions with/ [16%]
practically meet the assumptions of mistakesdaj

Since the acoustic data coincide with earlier dpson, but in the perception
tests some disagreements were found (preciselytyiires of errors and vowel
qualities involved), in Experiment 2 the contextefiiect on the intelligibility of

% However, considering the known limitations of #eT analysis, it can not be excluded that
the tuning might make;Ro appear slightly higher than thg &s some of the authors suggest
(i.e. Titze and Worley, 2009).
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sung vowels was tested (Deme, 2011a). It was algoestion, whether the nasal
context of a sung vowel decreases the intelligibdis suggested before (Rosner and
Pickering, 1994).

F1 (Hz)
650 550 450 350
: : 400

900

- 14005

- 1900
L

- 2400

- 2900

——Speech (f0 ~200 Hz) ~=f0 = 650 Hz

Figure 4.The acoustic vowel space consistingaofif, u:/ in speech and in singing
at the highest fundamental frequency.

2.2.2 Experiment 2

In Experiment 2, the recognition percentages dsectamonotonically (fell
beneath 50% at 550 Hz) and appeared to be thestifgréa:/ on each fundamental
frequency. The overall rate of correct identifioatiof this vowel was 78%. This
finding fits the assumption, that the opening @& jaw is enhanced while singing,
therefore the intelligibility of open and mid-opgowels are the easiest to maintain
even at higher pitch. At the same time, the masjdent confusion occurring during
misidentification of vowels was neither with theepamed/a/, nor /o/ or /i as
observed in Experiment 1, but withy (24% of all mistakes) followed by:/ (18%)
(in particular in the case a#, i, e, ¢/).

In voiced and unvoiced fricative contexts practicthe same tendency appeared
as in nasal contexts: the singer mostly tendedrticutate vowels which were
perceived as having a more closed jaw insteadoséasing the opening (Fig. 5, 6).
Labiality-related confusions were less frequenhtti®se concerning jaw opening.

Confusions with more closed sounds were dominangviery context, and at
every fundamental frequency investigated. Thusdifferences were found in the
function of pitch or context in this domain.

To inspect the contextual effect on vowel intebigty, we totaled the number of
confusions per consonantal environment (Fig 6), ramdthey” test to evaluate the
degree of differences. The statistical analysisvgtbsignificant deflection among
the three types of carrier sequengés=(8.511,df = 2,p = 0.014), but as it is seen in
Fig. 6, the highest identification rate charactdiziot the fricative, but the nasal
context. The result can be interpreted as it isomby easier to sing vowels between
nasal consonants at a relatively high pitch, bab adfficient with regard to the
matter of maintaining distinct vowel quality.
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Figure 5 Percentages of error types concerning jaw opeinirige function of the
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Figure 6.Correct vowel identification in terms of consorar@nvironment types

2.2.1 Experiment 3

In Experiment 3 (Deme, 2011b), an 8-year-old gisiigig vowels were studied.
The vowel space measured in speech was great@tigmgwith higher Fand F)
than in the case of the adult woman (Fig. 7).

The sung material revealed that no vowel spacectextuoccurred at higher
fundamentals in the child’s singing (as expectedifadult's data), and even a slight
increase in vowel spacing was present. This chamgebe the result of more open
articulation in the case of:/ and more fronting in the case/ef iv. Since it was not
possible any more to distinguishffom f, for /i and/u/ at A4 (440 Hz), it can be
assumed that,Ftuning seems to begin at this fundamental frequematyno direct
tuning appeared while producing, since its average, fies far above the fvalues
used by the child in singing. Therefore, the didton among vowels seems to be
preserved in the acoustic domain at higher regisierwell, but (so far) there is no
evidence for this separation from a perceptualtpafiniew.

Preliminary results suggested that children’s sumgels contain less energy in
the higher frequencies, so the power of the voightrbe more limited in loudness
than in adults’ singing activity. Since this wouldbviously have serious
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concequences on training and learning methodsgats proper validation in the
future.
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Figure 7.The acoustic vowel space of an 8 year old girl garad to a 30 year old
soprano in speech (left), and at D5 (= 588 Hz) BRd= 659 Hz) sung fundamentals

(right)

3 Discussion and future work

The aim of the author's ongoing PhD project is &edmine the effect of the
articulation of singing on Hungarian vowels in bdlle acoustic and the perceptual
domains (and — to a certain extent — the effeetgef). The three experiments carried
out so far answered the previously formulated goestin the following way.

1) In Experiment 1 the reduction of vowel space asdimilation of vowel
qualities was found to be in agreement with previstudies for other languages.
However, total reduction of percpetual vowel diffetitation was not observable in
our material.

2) The rate of correct recognition decreased gidudth ascending pitch. The
recognition percentage for the vowels produced @atively high pitch (650 Hz)
was 38% for Experiment 1 and 37% for Experiment 2.

3) There was a tendency for the misidentificatidrvowels with more closed
sounds (in particular as/ in Experiment 1 andy:/ in Experiment 2). This result is
partly inconsistent with earlier implied tendenciasd could suggest a more closed
articulation in the higher registers (in particular the case of front vowels). In
Experiment 1 at the highest pitch, it was not ogaut, close soundsyt, i) that
maintained their intelligibility the most. In Experent 2, the influence of nasal
context on the error types occurring in sung voiyaésception was hypothesized,
but it was not confirmed. (Moreover, even some tpasieffects of nasal
environments on vowel intelligibility were demorattd. This finding supports the
empirically established habit of singers for oftesing nasals for vocal exercising
and training.) In this study, the error types awndtainability of vowel features
seemed to be much more in line with previous refearhough the seemingly
unexpected results need further parsing, possihaeations can be formulated
already. Some of the inconsistencies found camdednsequence of the Hungarian
vowel system. As an example, it is easy to see/sh&taving three minimal pairs
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differing in just one articulatory feature can doate the hierarchy of errors much
more than the expecteda/ (in Experiment 2), which has none (as it diffemsni
other vowels in two features or even more stagexlotedness”). In a language
that has more front vowels than back ones, it$e abvious that this ratio will be
represented by the higher number of errors fortfrmwels as well (at least at
relatively lower pitches where there is no totalvebspace reduction yet). The high
number of mistakes for more closed sounds migladeeunted for by the influence
of child voice. Since theyfof children’s speech and the corresponding formant
values are normally higher than in adults’ vowél$s possible that the practice an
average listener has in perceiving high-pitchechdeumakes the processing system
expect the formant values to be high as well. H@redespite raising some of the
formants observable in singing, adults’ sung vowedsy never have as high
frequencies as it would be expected in child spe€bhlis the high,faccompanied
by relatively lower formants can cause the impassif more closed and more back
articulation — while the objective acoustic datawmo sign for these tendencies.
This is possibly the case in the high number otakess for the closed vowsl/ in
Experiment 2 or in the high recognition percentafgesy:/ and 1:/ in Experiment 1
and for/u;, y/ in Experiment 2. Last but not least, the limitagoof the results
quoted from the reference literature should be choférst, the study by Scotto di
Carlo and Germain (1985) used only one singer hacdame amount of material as
the present one, which obviously means that thenisistencies of their results and
those presented here lie not only in the settintpisfinvestigation, but might likely
be the result of their design. Second, the pap#tewrby Hollien et al. (2000) did
not publish any exact data on the tendencies irstoue just reported on some
agreement with previous findings of Scotto di Cadnd Germain. Since no
percentages or numbers are given in detail, notezamparison of results is
possible, and the report can only be handled vesienvations. As for the childrens’
sung vowels, according to our results, no vowelkepaduction occurred in the
acoustic domain. Although the results suggest greatwel distinction for high-
pitched singing, it still needs perceptual validatialong with the issue of vocal
power, which seems to be limited for children aridust can have serious
consequences for the methods of training.

4) The formant tuning in adult singing began frdme towest sung fundamental
frequency studied (500 Hz), and caused acousticathylar qualities within the
groups of back and front vowels, but complete vosghce reduction was not
reached byf= 650 Hz, therefore no back—front mistakes wereéo As for the
child, no direct Efotuning was found fora:/, but it was observable in other vowels
(with lower R) at the pitch value of G4 (392 Hz) and above. Alevith less vocal
efficiency, the features of tuning (criticgl &nd tendencies) seem to be two of the
most important differences between the adult anld plerformers.

5) As for the higher formants, the predicted fortn@mpression and assimilation
within front and back vowel groups was observable.
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In addition to the above-mentioned topics, sevindher questions arose during
the investigation. One of these is the problem g@odsg the appearance of the
subglottal resonances in the production of sungel®wAccording to Stevens’
quantal theory (1989), the subglottal system, @it own resonances ($&§g...)
influences the speech signal, which has (amongrgthan important role in
supporting the distinctive features of speech ssuAd an example, $is believed
to be a cause of natural separation between batkam vowels, as Sgs between
high and low vowels. Since normally we have no din@uscle control over our
subglottal system, the values of Sg frequenciesarghly constant. However, as
we already know, in singing the height and shaptheflarynx (and the tension of
the vocal folds) can change considerably, theretiogevalues and role of Sg seems
to be problematic. Do $@nd Sg maintain their natural frequencies or function in
vowel differentiation at higherfas well? As it was mentioned in Experiment 1, in
view of the formant structure of back and front ebwroups, we suppose so. Our
preliminary results (Graczi and Deme, 2011) shoat #ithough measuring the Sg
values is almost as difficult as measuring the &orta at higher registers, it seems
that Sg and Sg slightly shift upwards with ascending @probably as a result of
adjusting the larynx height or changing the phoryapmosition of the vocal folds),
therefore its distinctive function supposedly camain (to a certain degree) in the
higher registers as well.

As the studies show, vocal tract adjustments obseim singing often make
vowels ambiguous, but relatively invariant inforioat provided by consonant
articulation still can make the sung text inteligi. Therefore accurate consonant
articulation in training of singing seems to bagmgicant factor to enhance.
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INCREASING THE NATURALNESS OF SYNTHESIZED SPEECH
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Abstract

In my ongoing PhD work, | am doing research inftekl of text-to-speech (TTS)
synthesis, particularly statistical parametric gjpesynthesis. For increasing the
naturalness of synthesized speech, three mainst@pe dealt with: 1) introducing
pitch variability, 2) novel excitation modeling ar®) investigating the role of
subglottal resonances. 1) By investigating the &mental frequency of speech,
variability of pitch was modeled and the prosodynponent of a speech synthesizer
was improved. Contrary to the traditional deterstioi prosody models, we
proposed a method to assign several pitch variaotsdiffering in meaning for
synthesized sentences, thus making the pitch coempaf speech synthesis more
variable over longer passages. 2) In a separateriexgnt, the “buzzy” quality of
parametric speech synthesis was reduced. Soureediicomposition was used to
obtain the speech residual signal and a novel amebased excitation model was
proposed for use in the statistical parametric-tesdpeech synthesis framework.
This method uses phoneme-dependent residual framiésh is an improved
modeling technique compared to similar methods.TBe role of subglottal
resonances (SGRs) on speech production was inasligWe have shown that the
SGRs have important phonological effects in the géwian language as well. Our
future goal is to model the influence of the subiglotract in speech synthesis,
which is not explicitly modeled in the traditionsburce-filter model. Our results
contribute to make synthesized speech more naiaaiable pitch has been shown
to improve the naturalness of synthesized speeehspecific scenario. The novel
excitation model can produce similar quality speecbther vocoders, moreover it
will be possible to model different voice qualiti@ih this method.

1 Introduction

Human speech carries large quantities of informatibhis can be measured
objectively through physical parameters which cammatched to subjective, audible
properties. For example, the physical parameterddmental frequency (FO,
frequency of vibration of the vocal folds duringiced speech) corresponds to the
subjective pitch. In text-to-speech (TTS) synthesis can model and modify these
physical properties in order to create speechistgimilar to human speech.

State-of-the-art text-to-speech synthesis is baseed statistical parametric
methods. Particular attention is paid to Hidden kdarmodel (HMM) based text-
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to-speech synthesis (Zen et al., 2007). Most TThrigues can produce good
quality and highly intelligible output. Recent sieesl showed, however, that current
speech synthesis systems are still recognized ashunman when synthesizing
extended passages (Keller, 2007; Németh et al7)20Bere are a number of ways
to improve naturalness of the prosody of synthesigeeech: van Santen et al.
(2005) minimized the prosody modification artifattaunit selection synthesis, Diaz
and Banga (2006) combined the intonation modelind speech unit selection,
while Keller (2007) analyzed perceived rhythm tokenasynthesized speech less
robotic. Identical or very similar pitch contour§ successive sentences make the
synthetic speech monotonous when synthesizing fopgesages of text. The first
goal of our work was to design a novel prosody nedapable of generating more
natural pitch contours and introducing variabibier successive sentences.

The source-filter model of speech separates thecadiglottal excitation) from
the filter (traditionally the vocal tract) (Fant,980). This model has been
successfully applied in various parts of speechrtelogy (e.g. in speech coding).
Recent research in speech synthesis used this mmodbE statistical parametric
framework, in the HMM-based TTS. The speech sigved decomposed to source
(excitation signal) and filter, the parameters dfickh are modeled separately and
recombined during synthesis. The second goal ofaauk was to improve the way
in which the source-filter model, particularly tlexcitation signal, is used in
statistical parametric speech synthesis.

It was found that the source and filter of speeh reot independent and non-
linear interaction between source and filter maguogStevens, 1998; Titze, 2008).
To model the source and filter properly, it is moibugh to investigate the vocal
tract, because the subglottal tract (the area béhanglottis) has an influence on
voice as well (Lulich, 2006). This area, the lowaémways (consisting of the lungs,
trachea and bronchi) has resonances similar tibthents of the vocal tract. These
are called subglottal resonances (SGRs). Lulichil@Cound that SGRs have
phonological effects in American English. Wang let(2009) found that subglottal
resonances can cause formant attenuation and ewawsjin the second formant
curve. This can be applied in a field of speeclintietogy: they have shown that
SGRs are useful in speaker normalization. Our thgodl was to investigate the
effects of subglottal resonances on phonologicstirditive features in Hungarian,
and how these could be applied in speech synthésishe future, particular
attention will be paid to investigate the role afbglottal resonances on the
excitation signal.

The following sections are organized as followsSét 2) we deal with the proper
modeling of pitch variability in TTS systems. IncS&) we improve the excitation
model used in speech synthesis and Sec 4) intredesearch regarding subglottal
resonances in human speech. Section 5) concludepatper and shows how the
above three topics may relate to each other.
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2 Modelling prosodic variability in text-to-speechsynthesis

There have been only a few studies regarding Meripbosody in the TTS
context. Chu et al. (2006) investigated the vasratdf prosody in human speech
using a database containing two repetitions of 1@@0rded sentences in Mandarin.
A synthesis approach to variable prosody has bddreassed by Diaz et al. (2006)
using a unit selection TTS system. This methodguuesl the intonation variability
of the original speaker by selecting one of sevgitah candidates.

In an initial study, we have experimented withaaliicing prosodic variability by
FO generation in a Hungarian diphone TTS envirorirfldémeth et al., 2007). This
method generates the FO contour for a sentenceetsyhthesized based on a
database of natural sample sentences. Howevesintiiarity measure used between
the input text and sentences from the databasenetesuitable for a general speech
synthesizer.
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Figure 1.FO contours of the four synthesized variants efsgntenc&sigmond nem
tagadja, hogy zsid6.('Sigismund does not deny that he is a Jew.’)

Speech synthesis research has focused recenthatstisal parametric methods;
particularly HMM based speech synthesis (Zen et2807). Here, the basic idea is
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that instead of hand-crafted rules for speech gagmn, statistical machine learning
methods are applied to analyze and synthesize lsp@be parameters describing
the speech signal are obtained via speech codirtigoo® These parameters are
learned during HMM-based context clustering andgagsl to the input text during
synthesis. Finally, the speech is reconstructerh floe parameters with a speech
decoder.

HMM-based speech synthesis uses a training datalfasgeech sentences with
corresponding transcriptions. The parameters otdpée.g., FO) are learned from
this database. Typically, a few hours of speecinfeosingle speaker is needed for
acceptable quality. By splitting such a databaseeweral subsets, and doing a
separate HMM training on these subsets, the sylgams different FO models from
each subset. In this way, we split a databaseuodubsets using the SOFM (Self-
Organizing Feature Map, Kohonen et al. (1997)) paesused clustering method
(Csap6 and Németh 2011). We created four diffef@ninodels for the HMM TTS
system. During synthesis, a random FO model is,usesliring that the FO contour
of repeated synthesized sentences will likely Ifiemint.

Fig 1 shows an example for the results of our agpgroThe FO contours of the
four synthesized variants of a sentence are shdyencan see that the FO contours
are different (e.g., peaks are at different posgtjoDespite the differences in the FO
curve, the meaning of the four variants of the esece is the same. Differences were
audible in the pitch of the sentences according subjective listening test. Csap6
and Németh (2011) contains an objective evaluaifahis method, in which the FO
contour differences of four variants of 2000 secésnwvere measured.

3 Analysis and synthesis of the speech excitatioigsal

According to the source-filter theory, speech carsplit into the source and filter
(Fant, 1960). The source signal represents theaglsburce that is created in the
human glottis. The filter represents the vocaltt(excluding the mouth, tongue, lips,
etc.). Traditionally, linear prediction coefficie(itPC) analysis can be used for the
source-filter separation, but recently more compéd more accurate filtering
methods have been used, including mel-spectrum nagldgeneralized cepstrum
(MGC) analysis (SPTK, 2011).

In the traditional HMM-based speech synthesis systa very simple LPC
vocoder is used for the source-filter model andnapulse sequence is used as the
excitation in voiced parts, while unvoiced part® anodeled with white noise.
However, this produces “buzzy” speech quality,vitnich HMM-based systems are
often criticized. CELP (Codebook Excited LP) basedthods offer the highest
quality solutions to alleviate this problem (Drugma011).

Fig. 2 shows the vocoding part within the HMM TT&rhework. For the
excitation, two types of signals are shown: 1) mpluse sequence and 2) the
residual signal of speech that was obtained by M@&@rse filtering. The impulse
sequence is an oversimplified model of the residigaial. The goal of our research
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was to synthesize the excitation signal that resesnihe properties of real residual
more properly than the impulse sequence.

Impulse sequence Real residual signal
| [ 1 n
= | |
Pitch period
]
L
Pulse train Gain
generator
; All-pole
filter Speech
White U signal

noise
generator

Figure 2. Vocoding within the HMM TTS framework. Two typeg$ excitation
signals are shown: the impulse sequence is an im@ifsed model of the real
residual signal.

Drugman (2011) was one of the the first to creatdh@n excitation synthesis. He
constructed a codebook of residual frames obtdired natural speech and used it
in HMM synthesis. Cabral (2010) usesd the LiljentsaFant acoustic model of the
glottal source derivative to construct the exaitatsignal. Raitio et al. (2011) used
unit selection methods for the synthesis of excitatwhere glottal periods obtained
from real speech are concatenated resulting inc@#nexcitation signal.

In our approach, we aimed to create a codebookdbesstation model that uses
unit selection (Csapé and Németh, 2012). During dhalysis part, the residual
signal was obtained from natural speech with MGE&elanverse filtering. Starting
from this signal, a codebook was built from phonatapendent pitch-synchronous
excitation frames. Phoneme dependent frames wexd bgcause we assumed that
the inverse filtering was not perfectly decompossogirce and filter, and that the
residual signal may contain information regardimg tphone as well. In other
codebook-based vocoding methods, there is a getmiiabook obtained from all of
the phones. Several parameters (e.g., period, Edgg) of these frames are fed to
the HMM training system. For the sentences to b&thggsized, the HMM TTS
assigns these parameters for each speech sounihgDsynthesis, phoneme-
dependent excitation frames are selected fromdabelmok with unit selection, and
concatenated to each other. After that, final sysited speech is obtained with
MGC-based filtering.

Subjective analysis of the quality that can belsgsized with this method has not
been conducted yet, but our preliminary tests ssigdeat the quality is similar to
other CELP based methods.
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With this novel excitation approach, we will be e@litb model different voice
qualities. By creating separate codebooks fromthyeavhispered, or other type of
speech, the method can synthesize speech witipéogis voice quality.

4 Investigation of the relation between vowel formats and subglottal
resonances

It has been shown for several languages that sti@igtesonances play a role in
dividing the frequency space of consonant and vaeelstics into discrete regions
corresponding to phonological categories. LulictdO@&) investigated American
English speakers, Madsack et al. (2008) testedralegpeakers of two German
dialects and Jung (2009) tested Korean speakeiRs $@ve been reported to divide
vowels into certain contrasting natural categofies:— non-low; front — back; front
tense - lax. Our work aimed to consider the pastash Hungarian vowels with
regard to the SGRs in speech production and péocept

In a first experiment, we investigated the vowelapof four Hungarian speakers
in nonsense word reading (Csap0 et al., 2009). IStthgresonances were measured
from the accelerometer signal; the accelerometes prassed to the neck while
speaking. The results confirmed that the first $oiitg) resonance (Sgl) divides low
and non-low vowels (in terms of the first formaft.), while the second (Sg2)
separates back and front vowels in Hungarian ak (weF2). The third subglottal
resonance (Sg3) has been found to divide unroundedow front vowels from
other front vowels. An example for this can be sieRig. 3. The figure shows the
separating role of SGRs for a specific Hungariagakpr. The dividing line between
low and non-low vowels (Sgl) is less clear compaedg2 and Sg3, possibly
because it is more difficult to measure Sgl thaB. SGhe results are similar for
other speakers as well (Csap0 et al., 2009).
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Figure 3.Formant space of a speaker with the 14 Hungarmarels. The subglottal

resonances are indicated by horizontal and vediashed lines.
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In a second experiment, the formant spaces ofthier speakers were analyzed in
spontaneous speech (Csap6 et al., 2011). We fatnatdhe SGR effects were less
intensive in continuous speech compared to the emses word recordings.
Particularly, data from most speakers did not suppe role of Sg3.

In the next experiment, using data from the same@eakers, automatic formant-
based vowel classification was applied and extendigid normalization based on
the subglottal resonances (Csap6 et al., 2011). impet of the classification
included the first two formant values of vowelsraxted from spontaneous speech
and the first three subglottal resonances. Thestarfithe classification was groups
corresponding to phonological distinctive feature®.g., in case of F2-Sg2 the
target was ‘back vs. front’. Three types of clasations were performed, of which
two are shown here: 1) decision tree classificabanraw formant data (without
SGRs) and 2) decision tree classification on SGRaatized formant data. Table 1
summarizes the correctly classified rates of thaassifications. In ‘low vs. non-
low’, Sg1 was used for F1 formant normalization;dack vs. front’, Sg2 was used
for F2 formant normalization and in ‘front* vs. ety Sg3 was used for F2 formant
normalization. According to the results of the eipent, it was shown that the
knowledge of Sg2 and Sg3 may improve the accuratcyautomatic vowel
classification if using male and female data togeih limited data contexts. Sgl
was not helpful in automatic classification of sfaeous speech.

Table 1: Result of the vowel classification expeits: correctly classified rates.
Front* denotes the ‘front unrounded non-low’ vowkss.

decision tree decision tree + SGR
low vs. non-low 79.81% 78.09%
back vs. front 84.28% 84.73%
front* vs. other 86.95% 88.21%

Finally, in a pilot experiment, the perceived baes® of the vowe[o], as a
function of F2, and Sg2 was investigated in a tistg test (Csapoé et al., 2011).
C[»]C transitions with different F2 frequencies at Woevel midpoint were extracted
from two speakers’ spontaneous recordings. Orddhiagzowels by increasing F2,
the results showed that for one of the two tesyezhleers, an abrupt increase in
perceived backness of the vowel occurred when F2 higher than Sg2. For the
other speaker, a similar abrupt increase was rssrgbd in the F2 — Sg2 relation.

It has been shown that SGRs can be applied in sepeadrmalization and
automatic speech recognition (Wang et al., 2008jkére et al., 2011). However,
the usefulness of subglottal resonances in spegtthesis has been only initially
investigated before. Gorbunov and Makarov (201 1)leed the subglottal region in
an articulatory speech synthesizer by simulatirgitfiuence of the trachea, bronchi
and and lungs. Hiroya (2011) introduced a methagneove the effect of subglottal
resonances in speech signals for estimating a ‘@l spectrum, and showed its
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accuracy in Japanese speech synthesis examplisspdissible that by modeling
subglottal resonances explicitly in statisticalgmaetric speech synthesis, the quality
of this could be improved.

5 Summary

Speech synthesis has been tackled recently ustigtistal methods. In this study
we have experimented with introducing prosodic afaifity by FO generation in a
Hungarian TTS environment. Our method generatedraé¥0 contour variants for
a sentence, and from this a random candidate dmoeildhosen during synthesis.
According to van Santen et al. (2005), this mayahemportant feature of future
speech synthesis.

The HMM TTS technique makes use of large speechocar of which the main
parameters of speech are extracted and later régedibA significant problem of
state-of-the art statistical parametric speech h®gis systems is their “buzzy”
quality caused by an oversimplified excitation modes part of my research, | am
developing ways to more accurately model the etkoiteof a Hungarian statistical
speech synthesis system, thereby improving theitguaf synthetic speech.
Compared to other excitation models (e.g. Drugn2é,1; Cabral, 2010; Raitio et
al. 2011), my model is expected to produce singlaality synthesized speech. By
further improving the excitation model, we will Bble to synthesize different voice
qualities (e.g. breathy, whispered) as well.

Investigating subglottal resonances in Hungariafpdtk to understand how
speech production works. We have found relatiorsshggween vowel formants and
SGRs that are similar to other languages (e.gchuyR006). It is not known whether
the parameters currently used in HMM TTS properbdai the phenomena caused
by subglottal acoustics (e.g., jumps in the F2Kkrand formant attenuations) in
synthesized speech.

The results regarding subglottal resonances hapécations for understanding
phonological distinctive features, as well as aggtions in automatic speech
technologies. The latter includes speaker norntédizge.g. Wang et al., 2009) and
other related problems in automatic speech reacogniffThe fact that SGRs are
roughly constant for a given speaker may be usgsfgpeaker recognition as well
(Arsikere et al. 2011).

In the future, | plan to investigate the effectS3f6Rs on the excitation signal of
speech obtained by inverse filtering. Several smdion American English and
Spanish) have confirmed that there are correlatimie/een specific properties of
the speech signal and SGRs, thus an indirect dstimaf the resonances can be
done using microphone recordings (Arsikere et24l11). Testing these algorithms
on both Hungarian and English recordings will helpextend the hypothesis that
subglottal resonances have relevance independetiteoflanguage used. A better
understanding of how SGRs affect the glottal sowsile suggest new ways to
improve the naturalness of synthesized speech.
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In my PhD work | have been doing research in séveuafields of speech
science. In text-to-speech synthesis, our goab imdke the synthesized speech as
close as possible to human speech. With my resuitsre speech synthesis is
expected to become more natural.
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CONFERENCES IN 2012

During 2012, there were a number of conference$ tbeused on speech
research. | attended three conferences of thegereopes.

The first was the Workshop on Innovation and Apgiens in Speech
Technology (IAST) in Dublin, Ireland. The goal dfig conference was to discuss
the results and most importantly the plans for epaechnology in the future. In
two days, this workshop covered a diverse arraippics: from expressive speech
and multimodal applications to dialogue and humamauter spoken interaction,
and of course not to forget a session that provide@s on how to Rock the
scientific style. The sound of new musical instratsewas presented through
synthesis, creating a new world of music, and nevggectives on the naturaleness
of speech technologies. One set of presentationsecoed the needs of phonetic
knowledge in speech technology. The conclusion thasthere is a high need for
phonetic research in the investigation of artiadatprocesses and its modeling,
leading to articulatory synthesis systems for plality testing and new hypothesis
generation. Another group of researchers analyzedteaky voice in speech and
developed an algorithm to classify instances o tiipe of production in read and
spontaneous speech. These authors proposed a medled Resonator-based
Creaky Voice Detection (RCVD). The fundamental ideas that there is a
secondary peak in the LP-residual signal duringalorevoice. One of the most
interesting topics was long-term speaker verifarati In this presentation, the
researcher tried to compensate for the effectgiofyeon voice.

msen
L.

Motion Capture

Spaach?

o, o s

Image from the presentation of Ingmar Steiner—&ami: Artimate: an articulatory
animation framework for audiovisual speech syngh@sp://www.coli.uni-
saarland.de/~steiner/pdf/IAST2012Slides.pdf)
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The second conference was thé& Ifernational Conference on Text, Speech and
Dialogue (TSD) in Brno, Czech Republik. There wimee primary areas presented
at this conference: i) corpora, text and transianptii) speech analysis, recognition,
synthesis; and iii) their intertwining within natidanguage dialogue systems. The
topics covered by the presentations representeide nange. Over five days, there
were a number of diverse topics presented: forndvaisambiguation, key phrase
extraction, emotion recognition, in-car speech gadmon system, classification of
healthy and pathological continuous speech, a spdisdogue system, aggression
detection, question classification, etc. One of thest interesting talks was the
impact of non-speech sounds on speaker recognittomresults showed that a non-
speech sound (e.g., breathing patterns) could alaymportant role in speaker
recognition. Another interesting topic was the sifisation of healthy and
pathological speech using a support vector modter Jand harmonics-to-noise
measures were used. These articles are availatiie tonference proceedings.

Some pictures from the TSD in Brno

The 3% IEEE International Conference on Cognitive Infocoumication
(CoginfoCom) was the last conference chosen to riteduced in this short
summary. The goal of this conference was to braggther several areas of science
into one platform. CoginfoCom tries to establish iateraction among cognitive
science, infocommunication and engineering apptinat The conference’s primary
goal was to model the human-human and human-madhtieeaction. During the
four days, there were many very interesting predmms and amazing
demonstrations. The topics conveyed the complegitythese science areas:
augmented cognition, body area network, cognitifermatics and media, cognitive
linguistics, cognitive robotics, cognitive scienoethology-inspired engineering,
etho-robotics, 3D visualization and interactionmam-computer and human-robot
interaction, iSpace research, interactive systengineering, media informatics,
multimodal interaction, real and virtual avatarsensory substitution and
sensorimotor extension, teleoperation, virtual itgalechnologies and scientific
visualization. Many presentations on topics of gtmnrelevance were introduced at
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this conference as well. For instance, Anna Espasitd her colleagues studied the
visual durational cues that help native and noivaapeakers to discriminate single
and geminate consonants. This is a new perspectivthe role of the effect of
temporal factors in speech. One of the presensatitiowed how laughter was an
important phenomenon in spontaneous speech thatbeansed to detect topic
change. During the demonstration section, sometsadond other applications could
be seen at work, showing the future trends of rebaa this area. These articles can
be found in the proceedings of the conference.

Photo from CoglinfoCom

Andréas Beke
Research Institute for Linguistics,
Hungarian Academy of Sciences,
Budapest, Hungary
e-mail: beke.andras@gmail.hu
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FUNCTION OF THE SINGING VOICE

KTH-course DT 211 V of the CSC/Department of Spee¢tMusic and Hearing
Malmképing, Sweden, 28 July — 3 August 2012

The summer coursBunction of the Singing Voickas been organised by The
School of Computer Science and Communication of Rbgal Institute of Science
since 2007. It takes place in Sandvik, Malmkdpmgmall, quiet and idyllic place
115 km southwest from Stockholm. The main teacllehan Sundberg former
director of the music acoustic research group atDbpartment of Speech, Music
and Hearing, has created a hands-on curriculum élptains how the voice
functions when used as a musical instrument withéeclassical Western tradition
and several contemporary genres. The course islafivbetween lectures and
workshops, where participants are also given thmopnity to watch and analyze
their voice and respiratory system in speech amgirgj.

The emphasis of this summer course was placed wrth®voice works and how
its timbral properties are controlled by physiotadj such as breathing behavior,
larynx positioning and vocal tract shaping, but mo@acoustics, basic sound
recording technology and auditory perception of thoéce were also included.
Therefore, people with various backgrounds andgsibns (singers, speech and
singing pedagogues, speech therapists, ear nose tlaoét doctors, and
phoneticians) participated.

Lectures given on the topic of “Function”, “Formght“Tube phonation” and
“Source” summed up the acoustic background, andures like “Functional
anatomy” and “Breathing” introduced the anatomizates needed for investigating
the function of the human voice. From the secondata current investigations and
novel scientific results were presented (in leguiee “Hormones and the voice”,
“Voice in the choir”, “Adding expressiveness to noas performance” or “Secrets
of an ugly voice”). "“Room acoustics” and “Microptes and microphone
placement” laid the foundations for experimenta abaudio recording.

The patrticipants attended the workshops as sngitemps. They learned how to
use Respiratory inductive plethysmograptigr recording breathing movement;
oscillogramandinverse filteringfor recording thdlow glottogramof the pulsating
glottal airflow (and also examined the differencafsthe functions caused by
phonation types); the articulatory mod&PEX (developed by researchers of KTH)
to analyze and build the vocal tract shapes ofeddfit vowels;Madde (also
developed by KTH scientists) for synthesizing vawelith adjustable acoustic
propertiesPhonetogranfor profiling the voice range (in speech and siggiand a
pressure transducer with an oscilloscope and a meies for measuring the
subglottal pressureof singing at different levels of loudness. Figallthe
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participants were also given the chance to watehntbvement of the vocal folds
and the larynx during phonation usinfjtzerscope

A masterclass given by the famous opera singer Hé&kagegard, demo lessons
given by singing teacher Brian Gill and workshopsdhby Daniel Zangger Borch
and Margareta Thalén gave the singers among thigipants a unique opportunity
to develop their training and teaching technigmeseveral genres and also balanced
the interesting mixture of theory and experiencéndey the whole event. The
course “Voice health” and “Bubble phonation” prosttpractical advice and useful
information for those who are using or analyzing toice as a profession as well.

The teaching staff (Christine Ericsdotter, Anderibérg, Brian Gill, Svante
Grangvist, Hakan Hargegard, Stellan Hertegardp#ilid, Frank Mdller, Camilla
Romedahl, Glaucia Salom&o, Thomas Schuback, Jomadb8rg, Sten Ternstrom,
Margareta Thalén, Daniel Zangger Borch) consisfethasicians, singers, singing
teachers, voice researchers, logopeds and ENTrddoton various universities and
countries (Sweden, Germany, Portugal and the USA).

Besides the exhaustive scientific work, the sumomense also included a great
social program. The lessons were held in a quisthrén absolute isolation from 9
am to 9 pm, thus the participants from differentkggounds were not only working
together in the courses, but also got included arengific discussions and
socialization during the breaks and leisure time.

The main teacher Johan Sundberg demonstrating sevditering at a workshop.

Andrea, Deme

Department of Phonetics, E6tvds Lorand Universihdg
Research Institute for Linguistics, Hungarian Acagi®f Sciences,
Budapest, Hungary

e-mail: deme.andrea@nytud.mta.hu
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OBITUARY

In Memoriam
Johan Liljencrants (1936—-2012)

Johan Liljencrants was a KTH oldtimer. His intesest
focused early on speech analysis and synthesisewher
the 1960s, he took a leading part in the developroén
analysis hardware, the OVE Il speech synthesaad,the
introduction of computers in the Speech Transmssio
Laboratory. Later work shifted toward general speec
signal processing. His interests expanded to modethe
glottal system, as well as physically including tgib
aerodynamics and mechanidshan took a leading part in
the development of analysis software and hardware.
Modern techniques with integrated circuits were thase for OVE IIl. The
synthesizer was controlled by a computer prograhziag smoothed step functions
in an elegant fashiorAt an early stage, the importance of tjlettal sourcewas
realized, and detailed work with Gunnar Fant, Jbleimes,Jan Lindgvist Gauffin
ard Martin Rothenberg led to ways to increaserthturalness of speech synthesis
considerably. This work was finally implemented #s LF-glottal source
(Liliencrants—Fant glottal source), which is stilfeference model and used in many
research efforts and applications.

Johan was amazingly productive, not so much in geointraditional academic
reporting, but in terms of devices, methods, prograand ideas that made life so
much more interesting and easy for many of uscbikagues in the department.
For four decades he was possibly the most imporsangntific support and
discussant partner to Gunnar Fant.

After his retirement, the Fonema company web siwvetbped into a
comprehensive account of his wide interests, alstside the area of speech
communication. He described himself as follows: si8le his private interest in
music he indulges in various handicrafts like wAijie flying kite design,
carpentry, sewing, bottleship building, silver fimgy and gem facet cutting’
(http:/mww.fonema.se). His music interest not only included playing tinempet in
the department’s ‘formant orchestra’ but also cmmsing and building a street
organ from scratchftp://iwww.fonema.se/organ/organ.htm).

Johan was an exceptionally talented and multifacpegson. We miss him a lot
as a researcher and a fellow human being.

Rolf Carlson, Bjorn Granstrom
Royal Institute of Technology (KTH), Stockholm, Sies
e-mail: {bjorn|rolf}@speech.kth.se
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BOOK REVIEWS

lyabode Omolara Daniel (2011):
Introductory Phonetics and Phonology of English
Cambridge Scholars Publishing, Newscastle, xvi 2 g
Hardback: ISBN: 9781443826389, price: £ 34.99 ©€%2,

Reviewed byChantal Paboudijian
University of Provence, Aix-en-Provence, France
e-mail: ChPaboudjian@aol.com

Introductory Phonetics and Phonology of Englisls, stated by the author, is an
"Introductory course meant to help students fam#&athemselves with the basics
of the English Phonetics and Phonology". Its olijeds to provide a practical guide
to the learner in both the theoretical and praktticses of the Phonetics and
Phonology of English.

Its author, lyabode Omolara Daniel, possesses 2@syef experience in the
Linguistics of English. She is Senior Lecturer dddad of Department at the
National Open University of Nigeria in Lagos, Nigemwhere she teaches courses in
Sociolinguistics and Gender Studies. She has pddisnumerous articles since
2000 mainly on Language Skills, Gender, Englishrfétios and Phonology.

The 112 pages of the volume are divided into 1Itsti@mpters ending with 3to 5
practical questions and 3 appendices of Phoneticbels, of the stressed and
unstressed forms of some (39) grammatical wordsorlde International Phonetic
Alphabet. The chapters can be outlined as follows:

Chapter 1. General Introduction (pp. 1-3) defines the notions of "Phonetics"
and "Phonology" and explains the differences betmibe two terms.

Chapter 2. The Mechanisms of Speech Sound®p. 5-13) examines the
physiological processes involved in sound producti@. the organs of speech, the
air stream mechanism, the stages of speech produttie states of the glottis and
the resonators. Six figures illustrate the chapter.

Chapter 3. Articulation of English Sounds(pp. 15-27). As indicated by its title,
the chapter is devoted to the place and mannettiobikation of English consonants
and to the features of the vowels and diphthortgstrésses that the nature of the
major sound features of English (vowel or consonean be determined by Gimson
and Ramsaran's questions (1989). Figures of trdinedrvowels, the pure vowels
(or monophthongs) and the diphthongs of Englistpaogided.

Chapter 4. Examples of Consonants and Vowels of Eligh in Words (pp. 29-
44) contains lists of the sounds of English, i.4. @nsonants, 20 vowels, 8
diphthongs and 2 triphthongs, as well as detalited to the different spellings of
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each sound. They are followed by comments on tharoence of triphthongs based
on Arnold and Gimson's (1973) classification. Thepter closes with suggestions
aimed at improving personal pronunciation practice.

Chapter 5. The Suprasegmentalgpp. 45-50) begins with a definition of the
term itself followed by a discussion on the natanel form of the English syllable
based on Chomsky's transformational generative mam(1966) and on Roach
(1993). The rest of the chapter deals with therdetetion of syllable boundaries
and with consonant clusters and their possible $aotording to position.

Chapter 6. The English Stresgpp. 50-64) contains an introductory section that
defines the notions of stress and of stress-tirhgthm. Several pages are devoted
to word stress placement according to the numbeykdibles and to suffixes and
affixes. A section is dedicated to compound words & the binary (noun-
adjective/verb) opposition of stress. The last éhpages concern sentence stress
with details on the roles of lexical and grammadtigards and of emphatic stress.

Chapter 7. Rhythm (pp. 65-68). The three pages of this chapter dedl w
rhythmic isochrony and acknowledge that the issmains a controversial one in
linguistics.

Chapter 8. In the chapter entitledntonation (pp. 69-76), the term itself is
introduced along with its main functions and eletagsuch as the intonation phrase,
the boundary, and the nuclear tone. The five basnes of English are then
presented with their functions. Emphatic contrasthe& sentence level and the
relationship between punctuation and intonation then discussed. Finally, the
author underlines the importance for students tcstemaintonation due to its
important syntactic and semantic functions.

Chapter 9. Minimal Pairs (pp. 77-83). This is the first of the three lasapters
of the volume dedicated to the description of therwlogical features of English.
Daniel argues that the description of phonologieatures makes the identification
and description of the sounds of English more &sibks and therefore more
interesting to language students. The chapter ldhe importance of
phonological features in establishing the phonestatus of sounds and other speech
elements, such as the phone, the phoneme anddpbeaie. It includes five pages
of examples of minimal pairs of English. The chagteds with a brief mention of
stress features, i.e., stress placement in sonm@grephically identical words is
phonemic.

Chapter 10. The Phonological Features of English &ads | (pp. 85-91) treats
allophonic and allomorphic variations. The authefirtes these notions with series
of examples and then lists the allophonic variafitsome phonemes, i.e. [t], [I] and
[n], and the allomorphic variants of important ntoemes, i.e., the plural
morpheme, the past tense morpheme, the genitivgphmore, the third person
singular verb morpheme and the indefinite (a/atigles.

Chapter 11. The Phonological Features of English 8ads Il (pp. 93-104)
begins with a definition of distinctive featuresethlists some of Chomsky and
Halle's (1968) phonological features describingnsisuand the major class features
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(sonorant/non sonorant; vocalic/non vocalic; coastal/non consonantal, cavity
features, manner of articulation features and sofgatures).

What strikes the reader first with this book is dtear presentation and easy to
read font. As far as content, clear definitions endificult abstract notions simple
and understandable. The chapters are rather sbottituting making it easy to
grasp important definitions and contains usefulgsestjions on how to overcome
learners’ fear of English sounds. It is worth menitng that an attempt is made to
give detailed information on the workings of theswdic features of English which,
according to the author, constitute the most caming aspect of the English
language to students. An additional chapter on ptamtics rules would have
probably been helpful.

The volume is an interesting and worthwhile resedor undergraduates but also
for postgraduates who want to understand and m#stgphonetics and phonology
of English. It will also be helpful to teachers ldhguistics who can use the basic
theoretical notions in Linguistics, the suprasegaleexamples, and the practice
questions found at the end of each chapter. Fifaiylish teachers as well may get
more familiar with some notions that are oftentimegssing in textbooks but
nevertheless important in the teaching of prondiusia

The price may constitute an obstacle - especially students - to actually
purchasing the book. However, for departments adividuals who need a tool to
quickly reinforce notions in Linguistics, it is wbrconsidering the expense. For the
sceptics or those who would like to learn a bit enabout the book, a free download
of the fist chapter is available online (PDF forjrattthe following link:http:/imww.c-
s-p.org/flyers/978-1-4438-2638-9-sample.pdf.
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Mohamed Embarki and Christelle Dodane (eds.) (2011)
La Coarticulation: Des Indices a la Représentation
(Coarticulation: From Signs to Representatton)
Peter Lang GmbH, 329 pp.
Paperback ISBN 978-3-631-57746-2, $81,95

Reviewed by:Judith Rosenhouse
SWANTECH Ltd. Haifa, 32684 Israel
e-mail: swantech@013.net

This book assembles 15 articles about various &smdccoarticulation in nine
languages by single or several authors. The studregiiages include three varieties
of French and of Catalan, two varieties of Veneamebpanish and of Arabic, as
well as English, Portuguese, Russian and Koredlowiag an introductory chapter
by the editor$,the book has five sections: 1. Theoretical modzl€bservation and
instrumentation methods; 3. Acoustic signs; 4. &gtion; 5. Phonological
representation and linguistic constraints. An ingat feature of this book is that it
is the first book dedicated to coarticulation tappears in French, though about half
the papers were translated from English by sewérdle participating scholars.

In the first chapter by Mohamed Embarki and ChilistBodane, “Coarticulation,
past and present” (pp. 7-16), the editors of thisime, write that the current studies
of coarticualtion differ greatly from past ones.€Eb authors define the term
coarticulation based on past literature (e.g., Keehand Nolan, 1999; Hammarberg
1976; Bladon and al-Bamerni, 1976; Hardcastle amviet 1999) as follows:
“coarticulation reflects essentially the lack ofrrespondence between the basic
linguistic elements, phonemes or features, and thegilization” (p. 8). But they
stress that the concept reflects grading of thguistic elements, rather than just
their leveling or contamination. Thus, coarticwati‘has one foot in production and
the other in cognition.” Three points direct theusture of this volume, they write:
1. accepting the term coarticulation as designatthgnges of segments of a
phonetic sequence dictated by the lack of corredgrore between the linguistic
elements and the gestures involved in their re@diza 2. This lack of
correspondence makes coarticulation a simple méddgmrocess on the realization
domain. 3. Modifications are supported by a sedmh balance between the

1 The book is written in French. All translatiorfgides and terms are mine (JR)
2 The chapter is, however, not entitled as amdhtction or preface
3 Their contributions are duly noted next to thpegratitles.
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constraints of the cognitive and phonetic (artitara and perceptual) levels. These
three points form the base of the papers in themelreviewed here.

Section 1 Theoretical modelJ his partcomprises three chapters:

1. Daniel Recasens, “Adaptation of place of aréitah in consonant groups of
Catalan in light of the DAC Model,” (translated @abrielle Konopczynski, pp. 19-
35). Following the “Degree of Articulation ConsttaModel” (DAC) the aim of this
paper is to test whether effects of C2 on C1 rée#eticulatory planning to prepare
the phoneme target, and the effects of C1 on CBrbeanore constrained by the
instantaneous condition and the bio-mechanicsehtliculatory organs. On the one
hand, these processes may be phonological — asdctitagorical; on the other the
C1 effects on C2 can be coarticulatory which woyikld variation according to
flow, speaker or item. The speakers spoke Major¢atencian and Eastern Catalan
while wearing an artificial palate and reading alosentences which included
consonant clusters with Gl n, I/ followed by C2s, r, {/ andvice versaThe results
confirm that effects of C2 on C1 and C1 on C2 réddé&erent properties: C2 on C1
effects are associated with phenomenes of artamylaplanning, producing
regressive assimilation, conditioned C2 is suffiie constrained and C1
sufficiently unconstrained. C1 on C2 effects argoamted with inertia phenomena,
applied when C1 is constrained and C2 is not camsd, yielding partial
assimilation and variable results. The systematsalts for C2 effects on C1 vs. the
C1 effects on C2 can be attributed to the fact pghetnemes at the beginning of a
syllable are stronger than phonemes at syllable.end

2. Christian Abry, Aude Noiray, Marie-Agnés Catliaand Lucie Menard,
“Movement Expansion Model: a universal, individuagind developmental
anticipation model” (pp. 37-61). This chapter exaesi the Model of Movement
Expansion (MEM) (Abry and Lallouache, 1995), whitbsts anticipatory lip
expansion due to different vowels in the speeclueecg. Due to differences found
in the literature between English and French spsal@oductions, the research
questions whether anticipation is universal or leage-specific, and whether the
involved lip protrusion is a developing processe3d questions were studied with 4
Quebec French and 4 American English speakers@scss; and with seven 3-8
years old French speaking children. Additional ¢joes concerning the children
considered their similarity to adults’ behavior amdether there is a critical period
for acquiring coarticulatory anticipation. The setis were studied pronouncing
(with and without a bite-block) nonsense senteneis sequences of i-C-u to i-
CCCCC-u, (C =I5, k, t/). The study analyzed lip movement (protrusiondhahd
contraction) synchronized with voice recordingsngsaudio-visual and cinematic
recording. The results revealed differences betwden French and English
speakers. The findings of the developmental stidychildren showed that
anticipatory coarticulation was acquired by agea®d with some evidence of it
already by age 3:6. Thus, the period between 3 tedrs seemed critical for
acquiring anticipation, with children learning ttealult model. These findings
corroborate that MEM can be used beyond FrenchEntlish speakers.
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3. René Carré, “Coarticulation in speech productimoustical aspects,” (pp. 63-
74). This article also investigates previous theéoaémodels, basing the analysis on
DRM (Distinctive Regions Model). Using DRM enablée author to distinguish
between vocal tract dependent features and speeghbeisce (coarticulation)
features. He defines three phases in this proedsste the vocal and consonantal
gestures are synchronic and when either of therwedes the other. He also shows
that direction and speed of movement in speechyshay F1 and F2 transitions in
diphthongs) and not only the form of the vocal trace important processes for
characterizing the following vowel. This distinatiovas also tested percpetually and
the author suggests that perception should begh ptionological rather than with
phonetic (vowel triangle) aspects, and that treovsgpeed be considered an intrinsic
vowel feature rather than formants, which he casitio be extrinsic.

Section 2 Observation and Instrumentation MethodsThis part includes the
following four chapters:

4. Véronique Delvaux and Bernard Harmegnies, “Cxdntd nasality and vowel
opening in French: an aerodynamic study” (pp. 7)-9bis paper examines the
relationship between nasality and (open, closedyelvdypes, using aerodynamic
calculations of the air flow at the nose and mautil the total differences between
them. All of the French vowels were studied, somkofving a nasal consonant
(nasal context), some preceding it, and some withooasal context. The subjects
were 8 Belgian speakers of French as their motbegue. The results of this
investigation show that the nasalization effeanisst important for the high vowels
/i, y, u/. The paper is also important because it repoustadll of the French vowels
in a systematic manner, which enables comparisbsesalts with previous studies
which have dealt with the subject only partly.

5. Mohamed Yeou, Kiyoshi Honda, Shinji Maeda andhiloed Embarki,
“Laryngeal adjustments during consonant sequermdugtion in Moroccan Arabic”
(pp. 91-100) Consonant sequence processes aredstoeiie using the speech of a
Moroccan Arabic speaker. The chosen consonants miere’/ followed by /k/ or
/t/, as well as the geminatas/ and/s's'/. All were studied as part of one word and
with word juncture intervening in the sequence. @&akoglottograph (PGG) was
used to record the speech utterances, which enatbaenvasive recording of
laryngeal and vocal tract motions. The analysis aided by a program written by
Maeda. The paper discusses the results of wordslianid speech flow effects. The
laryngeal-oral coordination, word limits and spedidw were found to affect the
laryngeal-oral coordination. The suggested expianats that air flow during
fricatives and voiceless plosives is mainly commblby the oral constriction, with
weak demands on the glottis. In contrast, the yéssi mainly characterized by
aspiration noise, are required to control the vamaids very quickly after the
occlusion release.

6. Paula Marins, Inés Carbone, Augusto Silva andtorio Teixeira,
“Coarticulatory effects on European Portugueseirgt MRI study” (pp. 101-115,
translated from English by Philippe Boula de MaheiAccording to the authors,
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this is the first study of Portuguese coarticulatising MRI. Therefore, this method
which has its advantages and shortcomings (as thiregy is described at some
length. The study examines the unvoiced and voidedtive and stop consonants
(s, §,v, 2,3 p, t, k, b, d, g/) in the VCV environment, i, u/. Coarticulation effects
are described and presented in several figuresyisgdhe differences between the
cases of the vowel environments for the variouseoants. The results are in line
with previous research (e.g., Farnetani, 1999) revtige fricatives are most resistant
to coarticulation, while the least resistant are stops. Here, the only consonants
that did not show coarticulation effects and weresthresistant to coarticulation
were/f, 3/.

7. Galina Kedrova, Nikolai Anisimov, Leonid Zaharand Yuri Pirogov,
“Articulatory patterns in anticipatory pauses insRian: an MRI investigation” (pp.
117-129, translated from English by Christelle Duoaja As in the previous paper,
these authors use MRI for studying coarticulatidare, the six cardinal vowels of
Russian are examined as part of a larger projeatitadnticipatory coarticulation
features during pauses between and after phonaisarvey of the few studies on
this topic in Russian (e.g., Skaluzob, 1979) isofeed by description of their own
work. The findings support the model that in Russanticipatory coarticulation is a
systematic process vs. the model that coarticulat® mainly operated by
physiological, mechanical and inertial forces. Thehavior of anticipatory
coarticulation depends very much on the anticipatediel and is thus partly
phonology-dependent. Three categories of vowel lteiguld be suggested in the
vocal system of the subjects due to the functiowintipe position of the back of the
tongue inside a global vocal tract contour of pateof anticipatory coarticulation.
This motor stereotype could be considered the tigaitor operating in the subjects’
vocal articulatory activity. In addition, three tnre height levels can be considered
most important for grouping pre-adjustment artitula patterns.

Section 3 Acoustic sign3his section is comprised of two papers:

8. Cedric Gendrot and Martine Adda-Decker, “Infloerof consonantal context
and vowel duration on oral vowels centralizatiod-iench” (p. 133-142). The paper
investigates the theoretical problem of whethemfamt centralization effects are due
to vowel contexts or vowel durations. The autha@eduautomatically acquired data
from 25 hours of recorded natural French speech aradyzed it by systematic
grouping the data into four consonant contextsidlatalveolar, palato-velar, and
uvular) vs. all the French oral vowels in the cabhtd C1VC2 syllables. The results
show that vowel centralization occurs in about 48Rthe different contexts, and
that the alveolar context is the most centraliZiactor (in 55% of the syllables).
However, the duration effect on F1/F2 centralizatimppear stronger than any
context.

9. Mohamed Embarki, Christian Guilleminot, Mohamé&@ou and Sallal
AlMagqtari, “Coarticulatory effects of pharyngealmsmnants in VCV sequences in
Modern Arabic and Dialectal Arabic” (p. 143-154ndher aspect of coarticulation
relates to phenomena due to pharyngeal/vowel aujgcd his feature is studied in
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the linguistic systems of Modern Arabic (MA, thénaritor of Classical Arabic, still
related to its phonological system, though acquiaéedchool and not used as a
native tongue) and an Arabic dialect (DA). Sixtemative speakers of Arabic
pronounced VCV words within a carrier sentence (@h@=/, d, s, 3/ and/t*, d*,

s¥, 8%; V= /i, u, a/). F1, F2 values and differences among them wewgesured for all
the utterances, using Praat. The results showicolation differences between MA
and DA in vowel offset and onset (in the VCV conjexand different effects
between various vowels and consonants. Coartioulatifferences are stronger for
the pharyngeal than for the non-pharyngeal congendn particular,/i/ resists
coarticulation force; but in general, vowel regisi to coarticulation force is
weaker in a non-pharyngeal environment than in aytgeal one. Coarticulation
effects are slightly higher in MA than in DA (wheompared to existing literature).
These results are in line with the authors’ hypséise

Section 4 PerceptiorHere we also find two papers:

10. Patrice Speeter Beddor, “Perception of vamatioe to coarticulation” (pp.
157-176, translated from English by Véronique Dek)a This paper examines
listeners’ various perceptual judgments (behaviorarious cases of coarticulation.
Lindblom’s (1990) theory predicts, for example, ttigteners avoid considering
coarticulation in order not to hamper spoken utteea understanding. Other
literature suggests that listeners accommodateoanpensate for coarticulation
effects without this making speech identificatiowre difficult for them. Beddor
then presents the results of his work on nasal i@@e CYC, NWN) contexts with
English speakers. Nasalized vowel coarticulatiompensates at least partly in
several environments, but listeners do not sysieaigt hear whether a vowel is
nasalized or not in NV or CWC environments. Other tests show that listeners use
nasality due to coarticulation to correct perceivedwel height and that
coarticulation due to nasality (N) is equal forrth® its acoustic effects on vowels
(V). Such results have implications in listener-dieelcspeech production (hyper-
coarticulation) and coarticulation phonology (caarfation effects in different
languages).

11. Michael Grosvald and David Corina, “Explorifgetlimits of long-distance
coarticulation V-to-V” (pp. 177-186, translated incEnglish by Christelle Dodane).
This study explores how far coarticulation effects reach and be sensed in the
speech flow. Since such effects were not foundafiostudied subjects (reported in
the literature) this paper reports a study with EOglish speakers’ recorded
sentences, where the target vowels preceded thiextorowels (at the end of the
sentence) by 1, 2 and 3 syllables. While two subjezvealed significant results for
all three conditions (one of whom had > 300 msrirstebetween the first target and
the context vowels), the others had only marginsigynificant results. The authors

* The exact origin of the speakers, i.e., the dialemot noted.
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describe additional perception tests raising marestions about individuals’ V-to-
V coarticulation perception/production skills.

Section 5 Phonological representation and linguisticonstraints This last part
has four chapters:

12. Edward Flemming “Coarticulation grammar” (p@91211 translated from
English by Christelle Dodane and Mohamed Embadijalyzing a few previous
theoretical models, this paper claims that coddiean operates as part of the
phonetic/phonological system of a language, andcasstrained by the same
constraints. Coarticulation processes, comparddunlanguages (English, French,
German and Hindi), serve to justify this approa€lemming analyzes two cases:
tonal coarticulation and coarticulation in cororddpendent vowel fronting.
Flemming’s method uses an optimality theory apgnoaith phonetic/phonological
features. To calculate coarticulation effects, besuweights related to the F2 of the
vowel (target) and consonant (locus) of the exachimeovement. Differences
between the languages are discussed in termsfefadite systems (e.g., existence
of /u, y/ in the system or just /u/) and vowel dima (German /u/ is longer than in
the other examined languages). Thus, Flemming artheg explaining phonology
by phonetics enables him to explain the phonetitepzs themselves. Coarticulation
analysis clarifies the nature of the influence oéchmnical properties of speech
physiology on the linguistic sonorant patterns,alhiary among languages.

13. Hyunsoon Kim, “Palatalization in the Koreandaage as an example of
coarticulation: Ciné-MRI, stroboscopic and acoustlata of gradual tongue
motions” (pp. 213-226; translated from English bglalEddin Al-Tamimi).
Palatalization (oft/ > /ts/ etc.) occurs in Korean within word boundariesyad as
when a morpheme is attached to the word. An MRIledrpent which follows
tongue movements (raising and fronting) during sheand acoustic measurements
of the same recorded words (spoken by 10 subjsbtisivs that palatalization of
coronal consonantgt(t", t’, ts, ts", ts’/ in the environment ofi/ is a phonetic rather
than a phonological process, and thus is part ti€ipatory coarticulation processes
in this language.

14. Chakir Zeroual, Philip Hoole and John Eslingrticulatory and acoustico-
perceptive constraints related to the productioamphatick/ in Moroccan Arabic”
(pp. 227-240). Emphatization (pharyngalization aavization) in Arabic has
attracted much scholarly attention. The number qrality of emphatic consonants
varies in Arabic dialects (and differs from Classiérabic phonology). This paper
iIs the first study that focuses on the pronuncmtiof /k/ compared to
/g/ in the context of coarticulation.. Its participants speak Moroccan Arabic. The study
examines coarticulatory effects that appear (arel/gmt) the occurrence of an
emphatic (e.g/t"/) in the adjacency ok/. The authors claim that such a sequence as
*/t'%k/ is prevented by the different tongue directions amvements involved in
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each consonant. The investigation was conductedalp-endoscopic observation
of the back of the vocal tract and analysis ofdbeustic values of F1, F2 in initial
and mediariay/, /io/ sequences of-i;t'iy/ and/-a;t*a,-/ in several word and non-word
series. The recorded formant values and obsergtirowed that, as initially
assumed to be an articulatory constraint, tongu bas fronted and higher ik/
than in/t*/. The fact that emphati&/ would approacly/ is prevented, probably due
to acoustic-perceptive constraints. The authorsretbe suggest conducting
perceptual studies of the relative weight of theseconstraints.

15. Stephanie Lain, “Articulation force and [voiginn VCV coarticulation: data
of two dialects of Venezuelan Spanish” (pp. 241;268nslated from English by
Christelle Dodane). After presenting theories & $tructure and changes involved
in voicing in several languages, and describing #ubject in Venezuelan Spanish,
the goal is presented: the study of voicing inwa land dialect and a mountainous
area dialect (Margarita and Mérida) in this countrize paper examines recordings
of 10 speakers (5x2) uttering the Spanish voiced amvoiced consonants and
vowels in tri-syllabic QVirV;C,;V; sequences (e.g., /dorddo/), stressing the
penultimate syllable. Formants and duration valaes measured and differences
between the two chosen dialects are compared.-digbrct and inter-speaker
differences are found significant for only sometlté measures, and these findings
are to be further considered for number of speal®fferent sexes, and dialects.
Approximants instead of stops also occurred. Thbauplans to study all these
aspects perceptually.

In sum, this is an important up-to-date collectmm coarticulation for French-
reading phoneticians and linguists (in spite of anitypo and translation errors).
The book presents many theoretical and experimexgjaécts of coarticulation in
vowels, consonants, and vowels + consonants, amavssithe relevance of
coarticulation to other phonetic areas. The variasgects are investigated using
sophisticated technological tools (e.g., for MRIsticalography and naso-
endoscopy), combined with computerized acoustidyaisamethods (e.g., Praat or
WaveSurfer) and statistical calculations (usingaaPror SPSS). This wealth of
analysis techniques reveals interesting featurescadrticulation in different
languages and raises additional questions fordusearch.
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Reviewed byNoam Faust
The Hebrew University, Jerusalem, Israel
e-mail: faustista@yahoo.com

Introduction: B. Elan Dresher’s book,he Contrastive Hierarchy in Phonolagy
achieves two goals. First, as its title suggest,gues that contrastive phonological
features are best arrived at through a hierarcluicateption of their arrangement.
The second goal, which is achieved in the procéssguing for the author’'s view,
is the thorough presentation of the evolution @ itea of contrast in phonological
theory. Although the explicit goal is the first giilee second occupies at least half of
the conceptual and actual content of the bookeditrss, moreover, that the strength
of this book lies much more in the critical scrytof past studies than in arguing for
its own thesis. Be that as it may, the output idauttedly not only the first of its
kind, but also the fruit of considerable scholaviprk. It is therefore a major
reference for anyone interested in formalizing castt in phonology and in the
question of how linguistic knowledge is structuredhat respect. In what follows, |
review the book chapter by chapter and conclude mi own general remarks.

Contents by chapter: The first chapter (pp. 1-10) introduces the b#storetical
problem of the book: linguistic systems with ideati(or very similar) speech sound
arrays behave differently with respect to thesendeuThis differentiating behavior
cannot be attributed to phonetics, because thedscare phonetically identical. The
structuralist analysis of this fact was to orgarfme sounds in question differently in
the conceptual space of the two systems. Ever simse first studies, contrast was
a key notion in this respect (although not exgiigitthe sounds were presented as
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contrasting with each other or not. The differergamizations accounted for the
differences in sound patterns.

The second chapter (pp. 11-36) is maybe the mgsifisiant in this book in terms
of theoretical import. It discusses the formaliaatiof contrast: how does one
determine what aspects of sound - what featuredestdre values - are contrastive
in a given language? One way of doing this is whatauthor calls the Pairwise
Algorithm: those features are deemed contrastiaé ghrve to distinguish between
pairs of phonemes. Another way of arriving at a contvasset is through Feature
Ordering. In this strategy, some distinctions amarprimary than others, so that
first, all of the sounds are distinguished withpexs to one feature, and only then
distinctions are made with respect to features dhat‘lower” in the ordering. This
is the Contrastive Hierarchy in the title of thisolx. Crucially, the two approaches
do not yield the same results, so empirical andceptual adequacy can be
examined. Moreover, Feature Ordering is more mbléeaone may say that
different languages arrange their features in éffe orders, thereby beginning to
solve the motivating problem for the entire boole.(isimilar arrays, different
behavior).

The rest of the chapter is devoted to showing timathe conceptual level, the
Pairwise Algorithm is considerably inferior to Fei@ Ordering. Indeed, the author
further shows that the Pairwise Algorithm must pp®se an ordering of features
in order to be applied.

Chapter 3 (pp. 37-75) continues to illustrate thdvaatages of Feature
Hierarchies, although from a more empirical (yét gery idealized) point of view.

It surveys the work of the first structuralists asttbws that contrast was a basic
notion in their analyses of sound systems. Howewnerestingly, the approach to
contrast was never made explicit by the proponémesnselves, so that further
interpretation is needed in order to unveil the hodt adopted in each study.
Furthermore, it is shown that in these early andd&mental studies, empirical
considerations (as opposed to conceptual onesyddveeature Ordering over the
Pairwise Algorithm. The most important questiont isaraised in the process of this
critical survey is how to arrive at contrastive gpeations. The answer, on which
the author cites D.C. Hall (2007), is termed Thent@astivist Hypothesis: “The
phonological component of a language L operateg omlthose features which are
necessary to distinguish the phonemes of L from ama&ther.” For instance, if a
language exhibits voicing assimilation, then vaicimust be contrastive in this
language.

The fourth chapter (pp. 76-103) continues in theesapirit. It surveys works
from the 50’'s and 60’s and the influential work bgkobson and Halle. This is
maybe the most historically-oriented chapter in Iboek. Its main aim is to show
how Feature Ordering first continued to be an ipiplpractice, but then was
eventually dissociated from the Contrastivist Hyy@sis and largely abandoned and
replaced by minimality and economy consideratidrtss chapter also introduces
the problem that will be referred to in the resttbé book, namely regressive
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assimilation in Russian, and the theoretical disicus around it. The chapter
concludes with an interesting summary of Stanl€y$®67) arguments against the
analysis in Halle (1959), around the use of zemqshionological representation.

Chapter 5 (pp. 103-137) treats the advent of gadgierative Phonology and the
fate of the Contrastivist Hypothesis in it. Thispbyhesis, the author shows, was
rejected in theSound Patterns of Englisklnd subsequent generative work as a part
of the general rejection of earlier structuralisagtice. If so, how did this new
current of phonological thought derive feature dp=tions? Three alternatives are
discussed in the chapter: Markedness theory, Updeification, and “theories of
feature organization”. The common denominator ek¢halternatives, which is not
shared by the author's proposed hierarchy, is thempgt to arrive at universal
statements about feature organization. Other aspédhese theories are shown to
be actually shared by the Contrastive Hierarchy.

Chapter 6 (pp. 138-161) looks at contrast in Ogitsndheory (OT) and how
contrast has been formalized within it. After sying past analyses, the author
provides his own version of how this should be dostating that the Feature
Hierarchy is not incompatible with OT. See Sche&d1(Q) for criticism on this
analysis.

Chapter 7 (pp. 162-210) is the most empiricalleoted chapter in the book.
Readers who are interested more in the applicaifothe Contrastive Hierarchy
should start by reading this chapter (although dedsd often refer to previous
chapters). In this chapter, it is shown that therdrichical organization of features
can account for differences between related laregiégpe especially the discussion
of metaphony in Romance dialects), or between rdiffe stages of one language
(vowel harmony in Classical and Modern Manchu). Thapter also includes a
relatively in-depth account of loanword adaptationterms of hierarchy: the
analysis accounts for the different adaptationtefias in Hawaiian and Maori,
which have very similar phoneme inventories. Anoptlieresting discussion
concerns the implementation of the Contrastive atdry approach to acquisition.
Finally, there is a short discussion of how cowateamples may be treated, citing
again D.C. Hall's (2007) proposal of “prophylacteatures”, i.e. features that are
present in the representation but for some reagoored by the phonology. This
disturbing notion is however said to represent “@mimmal retreat from the
Contrastivist Hypothesis” (p. 209). For furtheralission of the topic of this chapter
see my remarks below, and the more elaborate paigsheer (2010).

The eighth chapter of the book (pp. 211-249) immarison to other modern
approaches to contrast. The most elaborate discussithe chapter concerns East
Slavic post-velar fronting from both a diachronindasynchronic perspective,
contrasting the author’'s approach with PadgettspBision Theory (Padgett, 2003,
2004). Other comparisons are with Structures Sigatibn theory (Frisch et al.
2004) and Visibility theory (Calabrese, 2005). Whhe author does not point at
wrong predictions made by the competing theoriesglaims that the same correct
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generalizations can be arrived at using the Cditeablierarchy in a more intuitive,
elegant manner.

Chapter 9 (p. 250) is a short conclusion.

Reviewer's remarks

| think this book is a worthy scholarly effort aadwelcome contribution to the
study of the topic. | do however have several regems, of which | will now
mention three.

First, a practical point: | found the book relatiwbard to read, maybe because it
is at once rich in data sources and abstract ctsmcdyt poor in thorough
examinations of the specific phenomena, which cddde further explained the
theoretical tools. Many of the relevant cases amsgnted with two or three
examples, a “wrong analysis” and a hierarchy tlitat the phenomena, and the
argumentation moves on to the next set. The amufufata and diverse phenomena
to take into consideration could have been madeaaier task to tackle by more
elaborate presentations of each of the phenomena.

The second point is related to the first, althougls more theoretical. The
correctness of an analysis, it seems to me, doesehosolely on its success in
covering (or “accounting for”) the facts that it @it to cover. The analysis has to
be shown to make correct predictions elsewherdéensystem. There are very few
cases - if any - in this book where this kind odgening is explored. Instead, the
correctness of the Contrastive Hierarchy is deduitech the failings of other
theories in covering what the Hierarchy can cokaher than from the confirmation
- or admitted lack thereof - of the Hierarchy’s gintions °

The third point is also methodological. Theorieseh#éo be constrained. If | am
not mistaken, the Contrastive Hierarchy predictt il possible feature orderings
are possible. Does one find all possible hieraschighe world’s languages? | guess
that the answer is “no”; but if so, why? How car tBontrastive Hierarchy be
constrained so that it doesn’t predict that? Anliexpdiscussion of this topic (and
similar ones in the same spirit) is certainly migsirom the book.

Despite these reservations, the fact remains thist book is certainly an
important book for anyone interested in contrastplonological thought. It is
important for its critical and helpfully interpreé presentation of this aspect in past
studies. It is also important because it bringsthfoan implicit practice and
formalizes it, so that it is clear that the ContikesHierarchy is at least a competitor
in the analysis of contrast in phonological systelmghis respect, the book is also
important in that the richness of the phenomenatiech the Hierarchy is applied
exemplifies several of its strong points. Finaltyis an important book because it
spells out assumptions about contrast that hawdqusy been only implicit, such
as the above mentioned Contrastivist Hypothesis.

® To see how such a discussion would look, see $sh@®10) review of the book.
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Dagmar Barth-Weingarten, Elisabeth Reber and Margre Selting (eds.)
(2010):
Prosody in Interaction
(Studies in discourse and Grammar Series): JohjaBems Publishing
Company, Amsterdam/Philadelphia, XXI+406 pp.,
Hardback)SBN: 978-90-272 2633 4, Price: Euro 99.0 / US$ 149.-

Reviewed byJudith Rosenhouse
SWANTECH Ltd. Haifa, 32684 Israel
e-mail: swantech@013.net

This volume is based on the conference “Prosodyirgadaction” which was held
at the University of Potsdam, Germany, in Septen2®€8. It is also dedicated to
Elizabeth Couper-Kuhlen, on the occasion of heh @btthday and her outstanding
academic achievements.

The volume has four parts. The first part is amokhiiction with two chapters:
Margret Selting’s “Prosody in interaction: State the art” (3-40) and Arnulf
Depperman’s “Future prospects of research on pros@tle need for publicly
available corpora: Comments on Margret Selting $Bdy in interaction: State of
the art™ (41-47). This pattern — a chapter foll@lvby a commenting paper —
continues throughout, although not with all theptkes.

Part | is entitled “Prosody and other levels ofgliistic organization in
interaction.” This part contains seven chapters:

“The phonetic constitution of a turn-holding praeti Rush-throughs in English
talk-in-interaction” by Gareth Walker (51-72); th&usanne Glinthner's comments
on Walker's paper entitled “Rush-through as soaigtions: comments on Gareth
Walker “The phonetic constitution of a turn-holdipgactice: Rush-throughs in
English talk-in-interaction” (73-79).
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Next comes “Prosodic constructions in making coimmpd& by Richard Ogden
(81-103) which is followed by Auli Hakulinen’s “Theelevance of context to the
performing of a complaint: comments on Richard Qgtferosodic constructions in
making complaints™ (105-108).

The next two papers are by Geoffrey Raymond: “Riiwseariation in responses:
The case of type-conforming responses to yes/rerrodatives” (109-129); and
John Local, Peter Auer and Paul Drew “Retrievirglaing and resuscitating turns
in conversation” (131-159). The last paper in #estion is by Harrie Mazeland and
Leendert Plug “Doing confirmation with ja/nee ho@equential and prosodic
characteristics of a Dutch discourse particle” (188). These three papers are not
accompanied by comments.

“Part Il. Prosodic units as a structuring device imteractions” contains six

chapters:
"Prosodic constructions in making complaints: A tjgdpant's category?” by
Beatrice Szczepek Reed (191-212) is followed by Aaward’'s “Making units:
Comments on Beatrice Szczepek Reed Prosodic cofistrs in making
complaints: A participant’s category?” (213-216).

The next paper is by Friederike Kern “Speaking drtically: The prosody of live
radio commentary of football matches” (217-237) émelcomments on this chapter
by Johannes Wagner, entitled “Commentating fictimel real sports: comments on
Friederike Kern “Speaking dramatically: The prosadylive radio commentary of
football matches” (239-241).

This part ends with Bill Wells’ “Tonal repetitiomd tonal contrast in English
care-child interaction” (243-262) and the commaenrtghis chapter by Traci Walker
“Repetition and contrast across action sequenagaments on Bill Wells “Tonal
repetition and tonal contrast in English care-chitéraction” (263-266).

“Part Ill Prosody and other semiotic resourcesnieriaction” has eight chapters:
Elisabeth Gilich and Katrin Lindemann write abo@ofnmunicating emotion in
doctor-patient interaction: a multidimensional $agase analysis” (269-294). This
is followed by Elisabeth Reber's paper “Double filme of prosody: processes of
meaning-making in narrative reconstructions of egfiit seizures: Comments on
Elisabeth Gilich and Katrin Lindemann “Communicgtemotion in doctor-patient
interaction: A multidimensional single-case analy$295-301).

Hiroko Tanaka's paper “Multidmodal expressivity tie Japanese response
particle Huunt displaying involvement without topical engagenie(®@03-332) is
next and it is followed by Dagmar Barth-WeingargerfResponse tokens — A
multimodal approach: Comments on Hiroko Tanaka'siftddmodal expressivity of
the Japanese response partitleun displaying involvement without topical
engagement” (333-338).

Cecilia E. Ford and Barbara A. Fox “Multiple praets for constructing
laughables” (339-368) and the comments paper byinKBirkner “Multimodal
laughing: Comments on Cecilia E. Ford and Barbar&ax “Multiple Practices for
constructing laughables” (369-372).
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The last pair of papers is by Charles Goodwin “@mmusing meaning through
prosody in aphasia” (373-394) and Helga Kotthoffleurther perspectives on
cooperative semiosis: Comments on Charles Goodwionstructing meaning
through prosody in aphasia” (395-399).

The Series Editor, Sandra A. Thompson, mentionfen Foreword, that this
volume shows the high set of standards which EitalCouper-Kuhlen in fact set
forth in her bookProsody in Conversatiof1996). The volume also reflects the great
progress made in this subfield since then. The altistof papers demonstrates the
variety of topics discussed in this volume, whiclhmbine linguistic and
conversational analysis aspects while focusing han rble of prosody in social
interaction. The editors of this book, too, poihtras direction (in the Preface) and
stress that this field combines established lirtgusudies of prosody in action. It
likewise reveals the expanded scope of this fidldesearch by studies of the
situation in new languages and language elementsddlition, the book offers
readers the possibility to see and/or hear onlurearous examples of the discussed
topics through video clips (.mov) and audio files.wgv) at
http://dx.doi.org/10.1075/sidag.23.media. Those examples are marked at appropriate
points in the papers. All of the chapters includarmaples of relevant speech
utterances or conversation parts, using variousesys of transcription/analysis.
Sometimes, intonation traces are added to the dram$everal chapters include
speech spectrograms and prosody (pitch) traceg gsiveral analysis systems (the
papers by Walker, Ogden, Local et al., Mazeland Riugdj, B. Szczepek Reed, F.
Kern, H. Tanaka, Ford and Fox), photographed pest{fanaka, Ford and Fox) and
drawn (illustrated) figures. These devices indegftect the technical progress of
this field, which helps analyze and understandghees involved in this area. Each
paper is also accompanied by a comprehensive giblidic list, which is always an
important contribution for the readers.

Though this subfield of research is relatively yguthis volume brings “the state
of the art” home to readers with cases analyzindgoua speech-turn structures
(Local et al.), doctor-patient interaction (Gulicand Lindemann), aphasic
communication, (Goodwin), and laughter (Ford and)Fto mention only a few
issues, which particularly attracted this writedgtention. Selting’s introductory
chapter is a thorough study of the field organibgdix questions. These questions
sum up prosody in general, the importance of sthglyit, its importance for
phonology/phonetic studies, researchers of prosodyteraction, as well as the
current and future research questions and theetctgabk involved in this study. Her
main conclusion of this survey is that “[W]hile wan always look at the details of
prosody and other forms of utterances as an intiat®step, we always in the end
need to come back to the systematic analysis abrexctand sequences in
interactions and integrate our more form-relatealyemes into this” (p. 30). In sum,
this is a very interesting book on the applicatidrprosody in live communication
and is a good read for both students and researohéhe field.
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Sharynne McLeod and Brian A. Goldstein (eds.) (2032
Multilingual Aspects of Speech Sound Disorders in ildren
(Communication Disorders across Languages Series)
Multilingual Publishing, Bristol, Buffalo, Toronto{XIX + 289 pp.,
Paperback, ISBN: 978-1847 695 123, Price: £ 29.95

Reviewed byJudith Rosenhouse
SWANTECH Ltd. Haifa, 32684 Israel
e-mail: swantech@013.net

This book is the first collection of papers dedéchto multilingual children with
speech disorders. This collection reflects theatwltation of 44 authors from 16
different countries reporting about multilingualildren’s language acquisition
problems in 116 languages and dialects from altthinents. We will not list here
all the languages and dialects that are discusstteibook, but let us note that they
include Icelandic, Cuban Spanish, and Australiatigenous languages, which are
rarely studied, as well as bimoafoblems of hearing impaired children.

These reports are gathered in 30 papers whichrgemiaed in three parts which
are: 1. Foundations; 2. Multilingual speech acdqoisi and 3. Speech-language
pathology practice. Some of the papers descrilearels and analyze linguistic and
socio-linguistic issues involved in the differer@anyuage environments of the
multilingual children, while others focus on theesph and language specialists’
work in the field. These latter papers are usuailych shorter than the former
group. In this manner the book contains both th@aeand pragmatic material.

The term “multilingualism” is used in this book ydsroadly, and thus children in
this book may be weak or strong bilingual/multiliagy speaker®.In addition,
though many languages are discussed, the papessbaebilingual children, and
not tri-lingual or more, which would reflect “realhultilingualism. The book
focuses on speech sounds, which are basic, and/egtaearly, building blocks of
any language. The pictures presented for the diftelanguages differ since
languages and cultures have different speech seystéms and social habits of
speaking (e.g. in some cultures, children speak whien addressed by adults, and
even then concisely).

In addition, the thirty chapters of the book discu®t only different languages
and dialects and their interactions but also maglgvant linguistic topics for
research in this field. Ingram devotes most ofdhiapter to analyzing the issue of

" K. Crow, the author of that paper prefer this teontbilingual.” Due to sign language
structure.

® This term is in line with authors such as Valdésl &igueroa (1994) who consider
bilingualism a relative condition (see PrefacexXVIl)
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speech and acquisition errors in different langaaggewing them rather as
phonological rather than as phonetic-articulatamprs, i.e., not only articulation-
complexity-dependent but also phonetic frequenay fmctional load dependent.
His main point is that it is definitely importanbrf phoneticians and speech
clinicians/therapists to learn about language aitipm features of more than the
single language they usually work with. The othapgrs examine sociolinguistic
and cultural aspects, transcription problems anthoas, assessment methods of
children’s articulation and tools for this taskgaisition stages from babbling to
child and adult, speech analysis, acoustic featpresody, perception, intervention
methods, and related literacy effects. Thus, thidift of papers in this book is as
follows:

“Part 1 Foundations” includes the following papers

1. David Ingram: “Prologue: Cross-linguistic andltiingual aspects of speech
sound disorders in children” (3-12).

2. Madalena Cruz-Ferreira: “Sociolinguistic andterdl considerations when
working with multilingual children” (13-23)

3. Carol Stow, Sean Pert and Ghada Khattab: “Ta#insl to Practice:
Sociolinguistic and cultural considerations wherrkireg with the Pakistani heritage
community in England, UK (24-27)

4. Cori J. Williams: “Translation to Practice: Salanguistic and cultural
considerations when working with indigenous chifdire Australia” (28-31)

5. Martin J. Ball: “Vowels and consonants of therMs languages” (32-47)

6. Sue Peppé: “Prosody in the world’s language2-52)

7. Sue Peppé, Marine Coene, Isabelle Hesling, Raditartinez-Castilla and
Inger Moen: “Translation to practice: Prosody wefEuropean languages” (53-36)

8. Susan Rvachew, Karen Mattock, Meghan ClayardsyuPChiang and
Francoise Brosseau-Lappe “Perceptual consideratiomsiltilingual adult and child
speech acquisition” (57-67)

Part 2 includes the following four papers:

9. Barbara L. Davis and Sophie Kern: “A complexitgory account of Canonical
babbling in young children” (71-83)

10. Brian A. Goldstein and Sharynne McLeod: Typiat atypical multilingual
speech acquisition (84-100)

11. Karla N. Washington: “Translation to practiCEypical bidialectal speech
acquisition in Jamaica” (101-105).

12. Thora Méasdéttir: “Translation to practice: Tggli and atypical multilingual
speech acquisition in Iceland” (106-110)

Part 3 contains the rest of the papers:

13. Sharynne McLeod: “Multilingual speech assessi@i3-143)

14. Sharynne McLeod: “Translation to practice: @repsampling tools to assess
multilingual children’s speech” (144-153)

15. Seyhun Tophla “Translation to practice: Assessment of the speet
multilingual children in Turkey” (154-160)
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16. Raul F. Prezas and Raul Rojas: “Translatiopréxtice: Assessment of the
speech of Spanish-English bilingual children inti#A” (161-164)

17. Carol Kit Sum To and Pamela Sau Ping Cheungari9lation to practice:
Assessment of children’s speech sound producti¢ioimg Kong” (165-169)

18. Jan Edwards and Joseph P. Stemberger: “Trptisariof the speech of
multilingual children with speech sound disordgs70-181)

19. B. may Bernhardt and Joseph P. Stemberger:nSlagon to practice:
Transcription of the speech of multilingual childr@820-190)

20. Kathryn Crowe: “Translation to practice: Tramgtion of the speech and sign
of bimodal children with hearing loss” (191-195)

21. Shelley E. Scarpino and Brian A. Goldstein: &\sis of the speech of
multilingual children with speech sound disordg(96-106)

22. Minjung Kim and Carol Stoel-Gammon: “Translatito practice: Acoustic
analysis of the speech of multilingual childrerKiorea” (207-210)

23. Helen Grech: “Translation to practice: Phonamlalganalysis of the speech of
multilingual children in Malta” (211-213)

24. Christina Gildersleeve-Neumann and Brian A.dSwin: “Intervention for
multilingual children with speech sound disordg&14-227)

25. Annette V. Fox-Boyer: “Translation to practidetervention for multilingual
children with speech sound disorders in German28{232)

26. Avivit Ben David: “Translation to practice: drvention for multilingual
Hebrew-speaking children with speech sound diserielsrael” (233-237)

27. Isabelle Simard: “Translation to practice: taémtion for multilingual
children with speech sound disorders in Montréaklégc, Canada” (238-243)

28. Yvette Hus: “Literacy and metalingusitic coregtions of multilingual
children with speech sound disorders” (244-256)

29. Ruth Huntley Bahr and Felix Matias”™: “Transtatito practice: Metalinguistic
considerations for Cuban Spanish English bilingirddren” (257-262)

30. Brian A. Goldstein and Sharynne McLeod: Muitjuial children with speech
sound disorders: An Epilogue (263-266)

Being a book about speech and its correct fornmoimtrast with impaired forms,
three appendices providing IPA transcription taljfesnormal articulation, revised
for 2005, B. symbols for disordered speech, andoie quality symbols) appear at
the end. These tables are necessary, because dhgleg in every chapter use
transcription. Following the nature of this booke tauthors’ names in the list of
contributors are written also in IPA transcriptioext to their formal spelling.

The numerous chapters of the book present much imfmmenation than expected
about the linguistic and practical problems in tirea multilingual children with
speech sound disorders and the possible outcomesiotis linguistic interactions.
Yet this is the tip of the iceberg, as the autherge, because many questions
remain un-answered and unresolved, and lack of ladpe or missing research
tools, assessment and treatment are noted in aleast chapter. Thus, the
principal readers of this book would be practitienm speech-language pathology,
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therapist, logopedists, etc. But this volume is less important for students and
researchers interested in linguistics, phoneticéarphonology who will find here a
host of interesting facts and topics for furtheidst

References
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Walker, Rachel (2011):
Vowel Patterns in Language
(Series: Cambridge Studies in Linguistics No. 130)
Cambridge University Press, Cambridge viii + 3@6 p
Hardback: ISBN 9780521513975. Price: £65. Alsolab#é as an eBook)

Reviewed byEvan-Gary Cohen
Department of Linguistics, Tel-Aviv University, ks,
e-mail: evan@post.tau.ac.il

The book investigates the restrictions on vowelgpas in languages, particularly
the relationship between various vowels and thatipos in which they occur.
Chapter 1 (pp. 1-11: "Introduction") presents thie tentral themes of the book, the
effects of word position (positional prominence) wawel patterning and the
relationship between perception and productionweneel pattering restrictions. The
book provides a formal model within which the riesibons on which patterns can
and cannot occur can be explained.

The prominence-based approach in the book hypateghat vowel patterns are
largely perceptually driven, although articulatoeffects (the enhancement of
stressed syllables articulatorily) interact withesh perceptual cues. Processing
considerations for perception and production alag an important role.

The formal Optimality Theoretical model (Prince &uholensky, 2004) adopted
to deal with the prominence-based systems uses ipeoge-based licensing
constraints. Central to the model is the claim thatures are licensed provided that
some member of the chain to which the feature lgslos affiliated with a given
licensing position. Three types of licensing argcdssed: Identity licensing (chapter
6), where licensing for a feature in a non-promtnpasition is achieved by a
duplicated feature in a prominent position; Indirkcensing (chapter 5), where a
feature has associations with a prominent posiéind a non-prominent position;
Direct licensing (chapter 7), where a feature istamed wholly within a prominent
position.

Chapters 2-4 comprehensively present the fundafsefaiathe formal analyses
provided in 5-8, followed by conclusions in 9.
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Chapter 2 (pp. 12-35: "Preliminaries: functionalognding”) presents an
insightful investigation of the functional groundirior asymmetries in positional
prominence and vowel markedness. The roles of pgore production and
processing in the formulation of constraints aréhatcentre of this chapter. Several
positions are under focus. Various phenomena cetat@ositional prominence (e.g.
resisting lenition or deletion, serving as triggesk vowel harmony, contrast
preservation) are discussed. The privileged rolestm#ssed syllables, the special
status of initial syllables, evidence of the proemoe of final syllables, and
stem/root prioritization are all discussed in detdihe roles of specific vocalic
features (e.g. Advanced Tongue Root, height) ase dealt with. Predictions for
prominence-based licensing phenomena are delineated

Chapter 3 (pp. 36-63: "Generalized licensing") geaith the formal aspects of
the concept of licensing, and is particularly tdchh in nature. The chapter
discusses licensing with respect to prominencevigirg a formal model for its
expression. An additional topic touched on hereths relationship between
morphemes and licensing. For example, in Jaqarum@kg; Peru), complete
harmony of all features in a preceding stresseldldgl is only triggered by certain
suffixes (e.g. the triggering suffix /-ni/ 'poss@esvs. the non-triggering suffix /-ni/
‘translocative: 'possessive’ /tfima-ni/—[tfimini] ‘with belly' vs. ‘translocative' -
/manta-ni/—[mantdni] 'to enter towards the speaker’).

Chapter 4 (pp. 64-88: "Typological predictions"pitbughly examines typological
predictions that were made by prominence-basednding constraints in
conjunction with a set of other constraints that aelevant to a typology that
includes licensing-driven assimilation. Startinghwdisyllables, and then trisyllables
and finally long distance effects, 'factorial typgy' (i.e., all possible rankings of a
given constraint set) is investigated via OTSoferdfon 2.1 (Hayes et al., 2003).
The various licensing configurations and their eetfpe constraint interactions are
emphasized.

Chapter 5 (pp. 89-144: "Indirect licensing") is fivst of three chapters (5, 6, 7)
focusing on the description and analysis of vowatgrns involving prominence-
based licensing. Each of these three chaptersdundes a core constraint ranking
structure for patterns under focus. Indirect litegsserves to reduce perceptual
difficulty by causing a vowel quality to be proddcboth in a prominent position
and an adjacent non-prominent position (or possfiofror example, in Buchan
Scots (Germanic; Scotland), high unstressed vowadergo height assimilation to
preceding stressed non-high vowels (e.g., thexstfi /hér-i/—[hére] 'hairy’). The
licensing positions discussed in this chapter &ee dtressed syllable, the initial
syllable, and root/stem syllables, which is what @mould expect based on phonetic
and psycholinguistic strength.

Chapter 6 (pp. 145-192: "Identity licensing") foesson identity licensing. In
such configurations, a vowel quality in a non-proemit position is licensed by a
duplicate of the feature in a prominent positiorowéls can also interact at a
distance, across transparent material. In Easteradbwv Mari (Uralic; Russia), for
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instance, vowels in word-final syllables assimilatebackness to the vowel in the
initial syllable, even if there are intervening &l frequentlyd] (e.g.ém-de 'your
(pl) medicine' vskutké-g 'your (pl) ant). It is predicted that systemspthying
identity licensing will also have forms with indate and direct licensing
configurations.

Chapter 7 (pp. 193-237: "Direct licensing") disassstrict direct licensing. In
such cases, perceptual difficulty is minimized bglizing restricted elements only
in prominent licensing positions. For example, dusian (East Slavic; Belarus),
five vowels contrast in stressed syllabl@se @ o u]), while only three contrast in
unstressed syllablef & u]), with the mid-vowelge/ and/o/ lowering to[a]).

Chapter 8 (pp. 238-296: "Maximal licensing”) turte maximal licensing
patterns, which are the patterns beyond thoserdbyeprominence-based licensing.
Maximal licensing harmony can be triggered by a &bin a weak position and/or
by a vowel which displays some weak property ooralmination of properties. First,
two patterns are examined where the trigger residasstrong position, which is the
locus of contrast for a particular weak propertyheT chapter presents a
comprehensive case study for the Servigliano dia{f@omance; Italy), which
includes two maximal licensing patterns with tripgy¢hat are weak by virtue of
their properties and/or their position.

In all, Servigliano displays four distinct vowel tans, each of which shows
some sensitivity to relative weakness and/or pmsdti prominence. As such, it
provides an excellent testing ground for constgathiat drive prominence-based
licensing and maximal licensing.

Chapter 9 (pp. 297-313: "Conclusion and final isSy@ssesses results of this
work and highlights some topics that merit attemtio future research, such as a
similar analysis of consonant systems.

This book presents a well-written, thorough analysithe role of prominence in
vowel patterns, providing further much needed imsignto the groundedness of the
prominence-based constraint systems within an QGgitynTheoretical framework.
While much of the book deals with a formal phonatag analysis of the various
phenomena, phonologists of all levels would fing tiwork extremely useful. The
extensive analyses, alongside an abundance ofddtan-depth descriptions, allow
all linguists researching phonology-phonetic irdeds, as well as linguistic
typologists, to benefit from this book.
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MEETINGS, CONFERENCES AND WORKSHOPS

2013

16-18 January 2013
Variation and Language Processing 2 (VALP2)
Christchurch (New Zealand)
http://www.nzilbb.canterbury.ac.nz/VALP.shtml
ucvalp@gmail.com

16-18 January 2013
The CUNY Conference On The Feature In Phonology An&honetics
New York (USA)
http://www.cunyphonologyforum.net/featconf.php
feature@cunyphonologyforum.net

16-19 January 2013
10th Old World Conference in Phonology (OCP10)
Istanbul (Turkey)
http://www.ocp10.boun.edu.tr/
ocplO@boun.edu.tr

22-25 January 2013
La Percepcion Unimodal y Multimodal del Habla
Madrid (Spain)
http://www.sel.edu.es/?g=node/153

25-27 January 2013
International Conference on Phonetics and Phonologg013 (ICPP2013)
Tokyo, Japan
http://www.ninjal.ac.jp/phonology/InternationalConference/icpp_2013/home/
phonology@ninjal.ac.jp

28 February - March 1 2013
CROSSLING symposium: Language contacts at the crossads of disciplines
Joensuu (Finland)
https://wiki.uef.fi/display/CROSSLING/CROSSLING+Symposium+2013
crossling@uef.fi

12-15 March 2013
Prosody and Information Status in Typological Perspctive. Workshop at the
35th Annual Meeting of the German Society ofLinguitics (Deutsche Gesellschaft
fur Sprachwissenschaft, DGfS)
Potsdam (Germany)
stefan.baumannuni-koeln.de or frank.kuegleruni-potsdam.de

18-22 March 2013
Speech in Action
Copenhagen (Denmark)
https://sf.cbs.dk/cphspeech2013
sjusk2013@cbs.dk Or exapp@hum.ku.dk

17-18 April 2013
Workshop on Sound Change Actuation
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Chicago (USA)
http://lucian.uchicago.edu/blogs/phonlab/sound-change-actuation/

29-30April 2013
International Conference on Language Learning (ICLL2013)
Johannesburg (South Africa)
https://www.waset.org/conferences/2013/johannesburg/icll/index.php
https://www.waset.org/international.php

4 May 2013
4th Theoretical Phonology Conference (TPC 4)
Taipei, (Taiwan)
http://phonology.nccu.edu.tw/tpc4/

8-10 May 2013
3rd International Conference on English Pronunciaton: Issues and Practices
(EPIP3)
Murcia (Spain)
https://sites.google.com/site/epip32013/
epip3contact@gmail.com

17-19 May 2013
New Sounds 2013
Montreal (Canada)
http://doe.concordia.ca/newsounds2013/

21-23 June, 2013
Approaches to Phonology and Phonetics (APAP)
Lublin (Poland)
http://apap.umcs.lublin.pl
apap2013@umcs.eu

25-26 June, 2013
Phonetics and Phonology in Iberia (PaPl 2013)
Lisbon (Portugal)

http://ww3.fl.ul.pt/laboratoriofonetica/papi2013/
papi2013@fl.ul.pt

07-10 July 2013
Phonetics and Phonology of Sub-Saharan Languages
Johannesburg (South Africa)
http://www.wits.ac.za/conferences/phonetics
Andrew.vanderspuy@wits.ac.za Or Toni.borowsky@syndey.ac.au

22-27 July 2013
Word Stress: Dialectal Variation and Perception. Wokshop of the International
Congress of Linguists
Geneva (Switzerland)

http://www.cil19.org/en/workshops/word-stress-dialectal-variation-and-perception/
19icl@unige.ch

4—6 September, 2013

AEAL 2013 Bilbao, 7th International Conference on language Acquisition
Bilbao (Spain)

http://www.aealbilbao.com/

info@aealbilbao.com
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CALL FOR PAPERS

The Phoneticianwill publish peer-reviewed papers and short arsigteall areas
of speech science including articulatory and acoystionetics, speech production
and perception, speech synthesis, speech technolegyplied phonetics,
psycholinguistics, sociophonetics, history of phase etc. Contributions should
primarily focus on experimental work but theoretti@ad methodological papers will
also be considered. Papers should be original witrkishave not been published
and are not being considered for publication elsxah

Authors should follow thdournal of Phoneticguidelinesfor the preparation of
their manuscripts. Manuscripts will be reviewed mmoously by two experts in
phonetics. The title page should include the agthtames and affiliations, address,
e-mail, telephone, and fax numbers. Manuscriptallshimclude an abstract of no
more than 150 words and up to four keywords. Thal fiversion of the manuscript
should be sent both in .doc and in .pdf filess ithe authors’ responsibility to obtain
written permission to reproduce copyright material.

All kinds of manuscripts should be sent in elededorm (.doc and .pdf) to the
Editor. We encourage our colleagues to send manuscripteuionewly released
section entitled MA research, which is a summarytteé student’s phonetics
research describing their motivation, topic, g@add results (no more than 1,200
words).

INSTRUCTIONS FOR BOOK REVIEWERS

Reviews in thePhoneticianare dedicated to books related to
phonetics and phonology. Usually the editor costgrbspective
reviewers. Readers who wish to review a book maetioin the
list of “Publications Received” or any other boskould address
the editor about it.

A review should begin with the author’'s surname aadne,

' publication date, the book title and subtitle, pedtion place,
publishers, ISBN numbers, price, page numberspéime relevant information such
as number of indexes, tables, or figures. The vesfis name, surname, and address
should follow “Reviewed by” in a new line.

The review should be factual and descriptive ratian interpretive, unless
reviewers can relate a theory or other informatmnhe book which could benefit
our readers. Review length usually ranges betw®8rard 2500 words. All reviews
should be sent in electronic form to Prof. Juditos&house (e-mail:
swantech@013.net).
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ISPhS MEMBERSHIP APPLICATION FORM

Please mail the completed form to:

Treasurer:

Prof. Dr. Ruth Huntley Bahr, Ph.D.

Treasurer’s Office:

Dept. of Communication Sciences and Disorders
4202 E. Fowler Ave. PCD 1017

University of South Florida

Tampa, FL 33620 USA

| wish to become a member of the International Soety of Phonetic Sciences

Title: Last Name: t Negsne:

Company/Institution:
Full mailing address:

Phone: Fax:

E-mail:

Education degrees:

Area(s) of interest:

The Membership Fee Schedule (check one):

1.Members (Officers, Fellows, Regular) $ 30.00 peary
2.Student Members $ 10.000 per year
3.Emeritus Members NO CHARGE

4 Affiliate (Corporate) Members $ 60.000 per year
5.Libraries (plus overseas airmail postage) $ 32(¥)0year
6.Sustaining Members $ 75.000 per year
7.Sponsors $ 150.000 per year
8.Patrons $ 300.000 per year
9.Institutional/Instructional Members $ 750.000 pear

Go online at www.isphs.org and pay your dues vigPaausing your credit card.

OJ I have enclosed a cheque (in US $ only), madelpaya ISPhS.

Date Full Signature

Students should provide a copy of their studerd car

130



NEWS ON DUES

Your dues should be paid as soon as it convengntdu to do so. Please send
them directly to the Treasurer:
Prof. Ruth Huntley Bahr, Ph.D.
Dept. of Communication Sciences & Disorders
4202 E. Fowler Ave., PCD 1017
University of South Florida
Tampa, FL 33620-8200 USA
Tel.: +1.813.974.3182, Fax: +1.813.974.0822
e-mail: rbahr@ usf.edu

VISA and MASTERCARD: You now have the option to pay your ISPhS
membership dues by VISA or MASTERCARD using PayHRdease visit our
website, www.isphs.org, and click on the Memberghlp and look under Dues for
“paid online via PayPal.” Click on this phrase atod will be directed to PayPal.

The Fee Schedule:

1. Members (Officers, Fellows, Regular) $ 30.00yw=aAr

2. Student Members $ 10.00 per year

3. Emeritus Members NO CHARGE

4. Affiliate (Corporate) Members $ 60.00 per year

5. Libraries (plus overseas airmail postage) PBper year

6. Sustaining Members $ 75.00 per year
7. Sponsors $ 150.00 per year
8. Patrons $ 300.00 per year
9. Institutional/Instructional Members $ 750.00 pear

Special members (categories 6-9) will receive certificates; Pagroand
Institutional members will receive plaques, andilisffe members will be permitted
to appoint/elect members to the Council of Repreedgees (two each national
groups; one each for other organizations).

Libraries: Please encourage your library to subscribEne PhoneticianLibrary
subscriptions are quite modest — and they aid ug$uinding our mailings to
phoneticians in Third World Countries.

Life members: Based on the request of several members, the Bdddirectors
has approved the following rates fafe Membership in ISPhS:

Age 60 or older: $ 150.00
Age 50-60: $ 250.00
Younger than 50 years: $ 450.00
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